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Abstract

In what follows, four research topics in theoretical spatial
economics are presented, topics which have been worked on
recently.

They start with two so-called "Tinbergen-Bos Systems" (TBS)
analyses. The first is a check on the empirical presence of
‘Tinbergen hierarchies" in Dutch microregional data: the
hypothesis is not rejected. The second develops two theoretical
aspects: the computation of non-allowable TBS (supply of some
goods and/or services being absent) and the solution via
continuous  linear programming (CLP) of Tinbergen-Bos
metricised systems.

This CLP approach can be found back in an essay, the third one,
on the maximal flow capturing problem, for which a solution in
those terms is presented.

Coming back to TBS, it should be mentioned that spatial
interdependence via transportation costs is a central idea in the
analysis; this idea is applied again in an optimal control set-up
with potentialised partial differential equations (PPDEs), for
which a - once more potentialised - framework and an explicit
solution are proposed.
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1. Introduction.

Tinbergen-Bos Systems (TBS) go back to the sixties; since their
emergence we have studied them closely (see references 6.1).

Attempts at observing TBS-structures are scarce (see Chin, 1964

and Meulemeester, 1969): the problem has been taken up again
recently’ .

In what follows we will first expose the theoretical foundations
gf TBS, then study the linking problems with empirical evidence,
introducing to a case study for the Netherlands.

2. Theoretical foundations.

The starting point is the notion of an economic activity
exercised by a certain number of plants of equal ("optimal")
size. The set of basic activities can be ranked according to that
number; the activity comprising the minimal number of plants is
said to have the highest rank (say 1).

Activities concentrate in centers; with I activities cy = 2[—1
types of centers can obviocusly be composed.

A reference area is covered with certain types of centers, and
a realisation thereof is called a system; for I activities the
number of . possible systems is equal to s = 2¢r-1-e,, where e
is the number of excluded systems, i.e. of systems not delivering
all I gocds and services® .

Special cases of centers and systems can be pointed at. Two such
cases are the weak Tinbergen hierarchy (WTH, applying to centeri}
and the strong Tinbergen hierarchy (STH, applying to systems)i.
WTH implies that every center possesses all the activities of
lower rank than the activity of highest rank present; STH implies
that a system is built up of a complete set of centers with WTH.
Postulating a STH solves of course the problem of selecting one
of the s; possible systems.

1) Within the framework of an essay on Theoretical Spatial
Economics at the Rotterdam School of Economics; we like to thank
the two authors, Duncan Beeckman and Emiel Maasland, for having
made available the original statistical material they collected,
and Reinaud van Gastel for having performed the computations.

2) No analytical expression for e is known to us; but we were
able to derive an upper bound.

3) The terminology is ours.




3. Statistical evidence.

Let us start with the assumption that a system is built up from
elementary activities and shows STH; table 1 then summarises the
evidence.

TABLE 1
Activities
1 2 S R TR I
Number of centers
S
n = ny 1 Mg M3 cecvavasvcsnas np
1 _ -
n® = ny n'ny 0 1 o I np,
-
n° = ny n'ny n‘ny, 0 0 L mwos smmes samen v e np
nl = n; - nlnII -. .—nI'ln[,I_l 0 0 . Sy 1
Number of activities By € Op € My © cnnssmen s o < n

In practice, however, sectors and centers are aggregate entities,
so aggregation over activities and elementary centers has to be
considered. It is not difficult to prove that, for sector
aggregates, if the aggregation is over i<i activities, zeros are
kept down i, and up i for i»i; the reverse holds for center
aggregation.

Let us now make two assumptions

A; : sector aggregation is over neighbouring activities of table
1; this is not unreascnable in terms of homogeneocus activity
classification;

A, : center aggregation is over neighbouring centers; this again
is not unreasonable in terms of common locational factors.

In the pure A,-case =zeros continue to appear below the still
present ones, in the pure A3~case also but the ones have
disappeared. A special case is that of joint Aj-A, aggregation
leading to a square matrix : the latter is then upper-triangular.
The reason is obvious : table 1, being rectangular, is pseudo-
triangular, and any "square" aggregation will keep zeros below
the main diagonal. However one supposes implicitly that aggregate
sector-ranking follows elementary activity ranking: exceptions
to this assumption cannot be excluded.

4. Case study.

A square 43x43 matrix was produced for the Netherlands (1993),
the regions being so-called "COROP-regions"; table 2 summarises
the information (source 2 CBS, Statistiek van het
Ondernemingenbestand 1993, table A.6). It should be mentioned
that the sectors have been defined over enterprises and not over
plants, which adds an additional perturbing element to the
analysis to follow.

A way indeed to study the properties of the table is to compare
it to the triangular structure which would have resulted from
the A|-A, aggregation on a pure STH. To that end an index t was
constructed as

t=(u-1)n! (1)

where u is the number of plants on and above the main diagonal,
1 the remaining number of plants, and n the total number of
plants. t can be rewritten as

t =1-21n'! (2)

It is easily seen that t = 1 for the pure triangular case; an
extreme opposite case would be the equal spatial dispersion (ESD)
of all aggregated sectors, in which case

l1=1gn (I-3i) 1! (3)
A statistical test can be constructed supposing that all possible
configurations between ESD and an aggregated STH are
homogenecusly distributed; in that case the probability of
obtaining by chance a configuration between the observed one and
a square matrix resulting from the aggregation of a pure STH
is

p=(1-t") (1=t (4)

t! being the empirical wvalue of t; for table 2 r tggp has been
computed as .698094, As howeyer, given the structure of table 2,
relatively high values of t are to be expected a priori (the
case of tgy illustrates this), a triangular distribution would
be more 1n order; given the constraint on the probability
integral and p(l)=0, one gets

p = .045"% - .oa5! ¢ (5)

Another possible reference point - substitute for tep ~ is that
of the biproportional adjustment of table 2, which respects row
and column totals, followed by an adjustment along the lines of
point (¢) below; still another one is - still along that point
{c) - a maximum-1 objective. Results will also be reported.
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the (aggregated)

It should be made clear how the aggregated centers
sectors having of course a fixed ranking (according to the number

regions) should be ranked in order to compute t,

Three

last row).

see table 2,

r

of units observed in each sector

for

{amongst others,

possible criteria could be proposed
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-8 - The biproportional adjustment, followed by tbe (c)ﬁprog¥amme,

’ 4 resulted in a t-value of .8814, very near to the (c)-value itself

TABLE 3 : results for criteria (a), (b) and (c) (.8819). The minimising LAP however lead to a t-value of .3848;

recomputing the rectangular and triangular probabilities_for the
(c)-case gave values of .1920 and .0365 respectively. which only
reinforced the statement made above.

Criteria {a) (b) (C)
FATIEEA By ons 28 o i = 5. Conclusions.
36 29a 17
17 23a 33
ad 38 238 Another type of data base, starting from elementary technical
11 22 34 units, would be a much better entry to WTH and STH checking; some
o 13 32 census data provide them, and they could be exploited along the
= 22 22 lines exposed and implemented above.
2 13 15
1 5 1 Other lines of investigation would be to check on the size of the
ol i 26 plants concerned (employment, production) to analyse the nature
- s 42 of joint plant location; again more refined data would be
- =4 : necessary.
26 30 23
15 14 18
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1. Introduction.

Tinbergen-Bos Systems (TBS) continue to pose interesting problems;
we recently encountered two of them, on the solution of which we
report hereafter.

The first problem concerns inadmissible systems, i.e. systems not
delivering all goods and services demanded by the market.

The second derives from the computation of metricised TBS, a
problem in mixed integer-continuous linear programming.

2. Inadmissible systems.

In Paelinck, 1995, an overview was given of TBS theory; briefly it

considers systems - 1i.e. sets - of centers, the latter being ‘
defined as (spatial) clusters of plants belonging to different
activity sectors. The number of possible systems for I activity
sectors was given as
S
s, =2 -1-¢ (1)
with =
c, =2-1 (2)
e, being the number of excluded or inadmissible systems. No
analytical expression of it is known to us, but hereafter we derive
an upper bound.
consider the following example for I = 4; we first construct matrix
A, linking the number of centers (c¢; = 15) to the total number of
c
|

I
possible systems (2 - 1 = 32,767



TABLE 1 : Center-System Matrix
TABLE 2 : Center-Activity Matrix

S\ C; 1 2 3 15

e o - N1 2 3 4

2 0 1 0 5 5 . 0 1 1 0 0 0

3 0 0 1 0 2 0 1 0 0

. 3 0 0 1 0

4 0 0 0 1

s 1 1 o0 o

15 0o 0 o0 1 6 1 0 1 o

ls6 ;—“1_——5 _______________ ;_ 7 1 0 0 1

8 0 p 1 0

9 Q0 1 0 1

. 10 0 0 1 1

s, y 1 1. LT - n 1 1 1 o

We then construct matrix B, linking the number of " : ’ ’ ’
number of activities : Gentels To Lhe 13 1 0 1. 1
14 0 1 1 il
51 1 1 1

The number of zeros in each column is equal to 7, i.e. 25- 1 = l'Y;
this result is derived from the fact that zeros and ones are
distributed in an anti-symmetrical way inside the distribution of
center types, there being one more cne due to the absence of empty
centers.



Consider now € = A.B, an $XI matrix, which shows the activities
present in each type of system. The rows of the the first
(identity) submatrix of A hit 7 times the Zzeros of a column of B;
the rows of the second submatrix hit them gf times. It is obvious
that once a row of A has 8 or more ones, ® a one in B will

always be hit.

This allows of drawing the following table of upper bounds for
inadmissible systems, as double counting is present between columns
of B; the number in the parenthesis of e(.) relates to the number
of ones in the rows of the submatrices of A.

TABLE 3 : Inadmissible Systems, Upper Bounds

a Formula I =4 Exact Number
e(1) Igclﬂ; 28 14
e(2) 1¢%1-1) 84 66
(2)
e(3 I¢c1-1 135 ?
(3) ¢ 3}
C]-1
e, I(z2 - 1) 508 ?

One has in general
e < I.s, (3)
hence the following proposition

Proposition 1 : e /s, tends towards zero for I large.

c, -c 1-1
=1
Proof : for large I, e/s, tends towards I/2 = I/2°?

, from
which convergence to zero is obvious.,*,

3. Computing metricised TBS-equilibria.

Kuiper, Kuiper and Paelinck, 1993, presented the equations for
solving a TBS metricised system; in condensed form, they can be
presented as follows :

min f = w’x (4)

x,d
s.t.

Jxf = ¢ (5)
where

x':[x':d’ 1 (6)
and:

ird, =n, , ¥k (7)

i i - d intercenter flows, d a
Here x is a column vector of intra- an
vector of possible locations for the producers of each product k
(numbering n,) and ¢ a vector of constants; the elements of 4 are
integers.

Now from (5) a number of variables can be substituted via :
-1 # 8
2 ¢ 3,71 (~1x% ¢) (8)

i i i inside an
Let %, contain 4 and the vector of x;,s, the Qelxyerle%)linto iy
elementary area, at transport cost zero; substituting (
one obtains

min £ = a’d + a,/%; + a,'%; (9)
d, X550 %y

subject to the constraints mentioned above. Consider now
ay Xy = (Wm WT T, %, (10)

and in (4) the total differential, for a fixed value of f
dw’x = w1dx”1 + Wédxnz =0 (11)

From (10) and (8) follows immediately that

= 12)
a,rax;; =0 (



which holds for ®,'X;;, given linearity.
This leads to the following proposition

Proposition 2 : problem (4) trough (7) can be solved by solving
only a linear problem in d4 and X;; under the constraints (7),
integrality for the elements of d, and binarity for the elements of
X;;; moreover d; > 0 => x,, = 1 (Kuiper, Mares and Paelinck, 1995).
The new system, comprising only the above-mentioned constraints
(the last one being substituted by d;, > X;; ), can be solved by
linear programming, which increases the possiﬁilities of computing
solutions to metricised TBS for large k and a large number of
possible locations.

The following example illustrates the foregoing; take three
possible locations equally spaced on a line, with unit transport
costs equal to the line-lenghts to be bridged (1 and 2), in which
case

£ o= g + 2%y + Xy + Xy + 2%5 + %y (13)
together with the demand and supply constraints (5).
Substituting along the lines exposed above gives

£ =-1.5d, - 2%, —2%;; + 5 (14)

which for n;= 2 has a minimum equal to 1 for Xy = X33 = 1 (1/2 being
transported from locations 1 and 3 to lecation 2). If we put the 1-
3 unit transport costs equal to 3 instead of 2, the objective
function becomes

£f=-3d, + Xy = 3%, = Ixg; + 7 (15)

with the same optimal solutions as above.
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1. Introduction.

The maximal flow capturing problem (MFCP) is known to be a binary
linear program (see e.g. Hodgson, 1990; Hodgson et al. 1995 and
forthcoming; Berman et al., 1992).

In what follows a respecification will be presented, which should
allow of using continuous linear programming for its solution.

2. Specifications.

The main structure of the MFCP can be presented as follows
(Table 1)

Table 1 : Fundamental Matrix for the MFCP

£ £/n’ 1 2 3 : g 3" m*
» .
i 1 m,
. .
£, 2 ms
* .
f3 3 m
St
. " *
f i * o j*
- * L d * * * . -
n -’ n, n, n; n;. i’rn" = i'm

Each row shows in a binary way whether a flow passes through
certain nodes (n,), each column showing the flows (f;) which pass
through a given node. The respective row and column totals are m’,

and n;. A column vector f shows the flow intensities.




The problem can be stated in the following way : Consider now the matrix

max g = f‘.ry (1) Y = 8% (5)

Y
s.t. It could lead to the following specification of the problem
< 8"x (2)

L= max g = f"y (6)

S o=

HE g (3) R

Y:x € (0, 1) 4) )

' ' ( Y < vi (7)

,’ Al_'[. = * 8
One wants to maximise the nhumber of flows meeting fixed objects i’¥n 1 p (8)
located in a given number p° of nodes, those flows being dependent Y. € 1) (9)
on the fact that they pass through the (optimally) selected nodes, Y, ’ { '
X.
i i i cification 1
It is known that continuous linear programming (CLP), { 0 , 1 } Instead of producing WEJ-(%'htE‘d so"lutlons as specifl on (a)s
i i i i - through (4) does, CLP now "samples" flows from various nodes,

being replaced by [ 0 , 1 ], can produce fractional solutions in X; 1 ! 1& shous (Table 3)
a simple 5x5 example will show this. the following examp

consider the following 5x5 8'-matrix (Table 2) Table 3 : A Y-matrix

Table 2 : An 8 -matrix £ £\n 1 2 3
1 1

£ f\n’ 1 2 3 4 5 m* o B
2 2 Yo Yo3
1 1 i 1 0 0 0 2 3 3 Yii, Y5 Y33

2 2 0 1 1 0 6] 2 4 4 Y Yo
3 3 0 0 1, 1 0 2 5 5 Ysz Y53
4 4 0 0 0 i 1 2 6 6 Ye1 Ye2 Y3
5 5 0 ] q 0 1 2 7 7 ¥ Y73
. 8 8 Y ¥
n - 1 2 3 2 2 8 82 83

. ) . . . 9 9 Y Y y

For p = 2, an optimal binary sclutiocn is the x’-vector 7 " ”

[ 00110 ] giving an objective function value of g = 14. However

the vector x/= 1/2 [ 0 1 1 1 1 ] satisfies the constraints and
allows of obtaining g = 14.5.




For p° = 1, the optimal one-node solution is 1 for node 3, with g
= 40; CLP, however, drops flow y,, and replaces it by y,,, producing
g = 42, all active Yi;s being equal to one.

It is known also that a "naive" method, picking succesively the
nodes ranked downwards according to their total flow intensity,
does not necessarily produce an optimum. Consider the following
example, given only for illustrative purposes, as some flows are
duplicated and others "singletons" (Table 4)

Table 4 : Again an B'-matrix

f f\n 1 2 3
1 i1 1 0 0
2 2 1 0 1
3 3 i 2 b (o}
4 4 1 0 1
5 5 1 3 0
6 6 0 1 0
7 7 0 0 1

Total

flows 15 14 13

For p° = 2, the naive method would select nodes 1 and 2, and so

would a "semi-naive" method, which would eliminate the flows
already encountered; in this case it would start with neode 1,
eliminate flows 1 through 5, and then pick up node 3. The optimal
solution obviously comprises nodes 2 and 3; table 5 compares the
values of the objective function.

Table 5 : Values of an Objective Function

Method Value of g
Naive 21
Semi-naive 22

Optimal 27

What triggers ¢ff some thinking about using CLP for the solution of
the MFCP is the set of inequalities (2); in fact often their right
hand side exceeds the left hand side, which is contrary toc the
logic of the problem, according to which at least (but also at
most) one flow should be captured once by an optimal node choice.
This invites to reconsider specification (1) through (4) and
replace it by the following one :

max g = £ 1y (10)
Y
s.t.
y < max 8'x (11)
irx = p" (12)
0 < x g i (13)

Given the binary nature of 8", obviously 0 < y < i. The logic is
that, (10) having to be maximised, y will always tend to hit an
upper ceilimg, obliging the X;;8 to produce 0-1 solutions.

In continuous practice, (11) can be realised by introducing a
vector of slack variables, e, and extending the objective function
(10) by a penalty term +ei’e (a > min f£'); two additional
conditions have to be introduced :

0 gyc<si (14)

0 <ex (p - )i (15)

/A

and (11) replaced by
y<8x-e (16)

the logic of (15) being that at most p" redundancies can occur.




3. Applications.

Taking up again Table 2, one gets for p' = 2 the following
programme

max g =y, + 2y, + 3y3 + 4y, +5y; (17)
Y

. . . ) 4. On Optimal Control of Potentialised Partial Differential
subject to the conditions mentioned above. Recall that if Equations

conditions (14) through (16) are ignored, the optimal solution is
fractional (x# = 1/2 [ 0 1 1 1 1]), producing g = 14.5, and that
the optimal binary solution is x* = [ 00 11 0 ], generating

g = 14. Fixing a at 1.1 produces the latter solution with e; =1
and g = 15.1, splitting up into 14 + 1.1 > 14.

Table 4 did not need to be e-corrected, as CLP immediately produced TABLE OF CONTENTS

the desired binary solution.
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1. Introduction.

In Kaashoek and Paelinck (references in Section 6) results were
presented on (systems of) potentialised partial differential
equations (PPDEs). Potentialising (global spatial discounting, say)
was used to adapt the use of PDEs (recent references also in
Section 6) to (theoretical) spatial economics, where generalised
spatial interaction plays an important part.

In this paper we will try to introduce optimal control (see recent
references in Section 6) to steer the spatial (one- or more-
dimensional) process to a given target (for example the null-
solution, possibly but not necessarily supposing mass conservation,
that constant mass being zero in certain applications). We first
present a discrete example, then generalise it to the continuous
case, and finally adapt the solution to a second order PPDE.

Conclusions follow.
2. Discrete example.

consider the following gquadratic programming problem :

min ¢ = % [u2(0) + w,?(0) + u?(1) + u,?(1)] (1)
the figures between parentheses referring to time periods, the
subindices to sites or regions, the u-vector being one of control
variables; (1) could be interpreted as cost minimisation, perfect
cost symmetry having been introduced for reasons of simplicity.

We now suppose region 1 to be at level 2, region 2 at level -1, and
we want to control them to levels 0 in period 3; this leads to :

u, (0) + u (1) + % [ (0) + u(1)] = -2 (2a)
5 [u(0) + u (1)) + uy(0) + u(1) =1 (2b)
The special spatial feature here is the fact that control on site
i influences the dynamics on site j, and vice versa, be it with a

spatial discounting factor (here %).

Lagrangean optimisation leads to the system

A SN .~

I -A u 0
HJ J )
A’ 0 A a




from which
u° = AL (4)
a linear combination of the lagrangean multipliers, and
A= (ara)la (5)
For the above mentioned problem, the outcomes are A’ = [-3.11,2.89]
and u’ = [-1.66,1.34,-1,66,1.34], which in this special case (no
time discount) gives a constant wvector of the local control

variables.‘ﬂgre and further down it can be checked that the second
order conditions are satisfied.

3. Continuous version.

Consider now the continuous analog of problem (1)-(2)

) o T b
min ¢ = % | | u?(x,t)dxdt (6)

. b
£(x,t) = | w(x,E)u(g,t)adt (7)
a
The Hamiltonian is

H & kauz(x t)dx + Ibl t Ib
% ; ! (n,t) | w(x,E)u(g,t) af an (8)

whence, for given x

b
SH/8u(x,t) = u(x,t) + [ w(x,E)A(E,t)dE = 0 (9)
and ?

u®(x,t) = “i(){,t) (10)

which shgws that, like in the discrete case, the optimal control
u®(x,t) is a linear combination of the costate variables.

Furthermore

ﬁLgH/(Sf();,t) = 5.{X,t) =0 (11)

hence A(x,t) is a constant for given x, implying
M(x,t) = A(x) (12)
The transversality conditions finally impose :
A(x,T) = 0, ¥x (13)
hence all u°(x,T) = 0.
From (10) and (12) one derives that
uc(x,t) = -A(x) (14)
so, putting
b
[ w(x,E)us(&)ag

a

i[>

u’ (%) (15)

one obtains, integrating (7) with respect to time

u°(x) = -f(x,0)/T = £(x) (16)
Equations (10) and (16) should allow of computing the local A(x)
and u°(x) (compare equations (4) and (5)).

4., Second order PPDE.

One can now start from a potentialised partial differential
equation, e.g. the one studied in Kaashoek and Paelinck (o.c.)

o b
f(x,t) = a m(x,E)E77(E,t)aE (17)
a

for which explicit solutions were derived (Kaashoek and Paelingk,
1994a) for different specifications of the weighting function
m(x,E), so, omitting unnecessary details

f(x,t) = a £(x,t) g(x) (18)

Substituting £ = h, and adding a potentialised control to (18),
gives the system




b
a f£ix,t) g(x) + ] w(x,E)u(f, t)dE (19a)
a

k'1(x,t)

E(x,t)

h(x,t) (19Db)

and adding now a time-discount function to (6) gives the
Hamiltonian

b
H =% u(x,t) exp(-yt)
a
b b
+ [ An,t) [a £(x,t) g(x) + § ] w(E,t)u(E,t)dE)dn
a a
+ p(x,t) h(x,t) (20)

giving
b
§H/du(x,t) = u(x,t) exp(-yt) + £/ w(E,t)A(E,£)dE = 0 (21)
a

whence

us(x,t) = -f exp(yt) A(x,t) (22)

in line with (10), but with the addition of a relative efficiency
factor § and the (inverse) time-discounting function (as discounted
costs decrease with time, controls should logically increase over
time).

Furthermore one can derive

-8H/6h(X,t) = A(X,t)

—h(x,t) (23)

and

-§H/6f (x,t)

B, ) = = a g(x,t) A(x,t) (24)

the transversality conditions giving again for ¥x that

A(x,T) =0 (25a)

Il

p(x,T) 0 (25b)

so controls are put to zero in T.

Solving (23) and (24) gives

Ak, t) = m(x) exp [e,(x)t] + m,(x) exp [€; (x)t) (26)

and

B(X,t) = py(x) exp [€,(x)E] + p,(x) exp [€,(x)t] (27)
where €, and ¢, are the eigenvalues of system (23)-(24).

Combining (22) and (26) one sees that this time the controls are
combinations, additive and multiplicative, of exponential functions
of time.

5. Conclusions.

We have shown that classical optimal control techniques can be
applied to PPDEs; generalisations to two spatial dimensions and to
systems of PPDEs is immediate, and in this way models in spatial
variables (regional models, urban models) can be treated in order
to select optimal development and physical planning policies. The
important point, we recall, is the spatial interdependence of state
and control variables.
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