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Abstract 
 
We develop a financial-economic model for carbon pricing with an explicit representation of 
decision making under risk and uncertainty that is consistent with the Intergovernmental Panel on 
Climate Change’s sixth assessment report. We find that this approach provides economic support 
for the warming targets in the Paris Agreement across a variety of specifications. We show that 
risk associated with high damages in the long term leads to stringent mitigation of carbon dioxide 
emissions in the near term. Our results provide insight into how a systematic incorporation of 
climate-related risk influences ‘optimal’ emissions abatement pathways. 
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1 Introduction

C
limate change’s impact on the economy first gained prominence in the economics literature some

30 years ago, when the first climate-economic Integrated Assessment Model (IAM) calculated

the cost of a marginal ton of carbon dioxide (CO2) emissions to society, coined the ‘Social Cost of

Carbon’ (SCC) [76]. Since this breakthrough in climate-economic modeling, IAMs have taken center

stage in the climate policy discussion, with the resulting SCC projections being utilized by numerous

companies, government bodies, and agencies worldwide [105]. Conventional IAMs (such as the dynamic

integrated climate-economy, or DICE [76, 77, 78]) evaluate climate change impacts within the context

of a standard Ramsey growth economy. In this approach, one considers tradeoffs between emitting

CO2 and incurring damages both now and, largely, in the future, versus abating CO2 emissions now for

some cost. The resulting benefit-cost analysis results in a presently-low (∼ $40 in the case of DICE–

2016R [78]) and rising ‘optimal’ price over time, with significant warming (∼ 4 ◦C) by 2100. A recent

IAM – the Greenhouse gas Impact Value Evaluator (GIVE) – that employs this framework found a much

larger present-day SCC of $185 [83] (an increase from the United States Interagency Working Group

central estimate of $51 [14] and in line with the United States Environmental Protection Agency’s

recent estimates [72]), but did not explore the optimal control problem of weighing the benefits and

costs of abating CO2 emissions, instead focusing on the marginal damage associated with each ton of

CO2 emitted. It is notable that DICE’s suggested ‘optimal’ warming projections are larger than the

warming target of 1.5 ◦C established in the Paris Agreement [98]. While this inconsistency has called

into question the authority of such models in the climate policy discussion to some [80, 93], DICE

can be made consistent with a warming target of 1.5 ◦C with alternative damages and discount rate

assumptions [33].

A limitation of Ramsey growth IAMs is that they lack a comprehensive description of decision-making

under uncertainty, a feature of many financial economics models [16, 2, 6]. This is important, as

climate change projections are inherently probabilistic, with low probability, extreme impact outcomes

presenting the most significant risk to the climate-economic system (i.e., a potentially high climate

response to emissions leading to rapid warming). Additionally, many complex risks associated with

climate change cannot currently be fully quantified and are therefore excluded from economic analyses,

despite impacting the overall risk landscape of climate impacts [87]. An example of this are climate

tipping points, which have been argued to lead to rapid environmental degradation [61, 5] and increase

the SCC [20]. These “deep” uncertainties in the impacts of climate change have led some to advocate

for an “insurance” to be taken out against high climate damages [104]. Ramsey growth models do not

allow for such considerations in determining their policy projections. Put differently: Ramsey growth

IAMs do not allow individuals to ‘hedge’ against climate catastrophe.

Recently, financial asset pricing models have been introduced in an effort to understand how risk im-

pacts climate policy decision making [18, 19, 10]. Such models take a fundamentally different approach

than conventional, Ramsey growth IAMs. Instead of computing the “shadow price” of CO2 (which is

to say, the price of CO2 implied from distortions in consumption and economic utility owing to climate

damages), financial asset pricing models compute the price of CO2 directly, treating CO2 as an asset

with negative returns. The result is not the SCC of yore, but rather, a direct ‘optimal’ price for each

ton of CO2 emitted. However, implementations of such models have lacked accurate representations
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of the climate system, utilized ad hoc parameterizations of climate tipping points and their associated

damages, and implemented a climate damage function that does not align with recent literature.

Here, we introduce the Carbon Asset Pricing model – AR6 (abbreviated to CAP6 herein), a climate-

economy IAM that builds on previous financial asset pricing climate-economy models [18, 19]. CAP6

embeds a representative agent in a binomial, path dependent tree that models decision making under

uncertainty. Prior to optimization, a number of potential trees are generated via sampling climate

and climate impacts uncertainty that the agent traverses depending on emissions abatement choices.

The present-day Epstein-Zin (EZ) utility of consumption [23, 103, 24] is optimized to determine the

‘optimal’ emissions abatement policy. EZ utility allows for the separation of risk aversion across states

of time and states of nature, a distinction theorized to play a significant role in climate policy [2, 60].

CAP6 is a fully modular IAM, with up-to-date estimates for the exogenous emissions baselines, climate

response to emissions, climate damage functions, and abatement costs consistent with the sixth assess-

ment report (AR6) issued by the Intergovernmental Panel on Climate Change (IPCC) [42, 43, 44]. We

take the shared socio-economic pathways (SSPs) as our exogenous emissions baselines [100, 25, 26, 11,

56, 85]. The climate component of the model utilizes an effective transient climate response to emis-

sions (TCRE) to map cumulative emissions to global mean surface temperature (GMST) anomaly [4,

62, 21, 17, 42], and a simple carbon cycle model to map CO2 emissions to concentrations [51]. We

sample with equal probability three damage functions of different shape and scale [8, 89, 95, 41], thus

capturing both parametric and epistemic uncertainty in the damage function in our risk assessment.

Finally, we formulate a new marginal abatement cost curve (MACC), providing a much-needed update

to the McKinsey MACC [66, 29].

We present our findings in two parts. The first is a set of calibrations that are in line with the recent

literature (i.e., empirically calibrated discount rates [99, 75]) and showcase the influence of different

assumptions on model output. In each of these calibrations, we find that the carbon price is high in

the near term and declines over time, providing support for stringent mitigation action. Most notably,

we find that the ‘optimal’ expected warming in the preferred calibration is in line with the 1.5 ◦C of

warming by 2100 target set forth in the Paris agreement. Furthermore, we find that even if we are

pessimistic about the cost estimates provided by the IPCC, the preferred calibration of CAP6 still

supports limiting warming to less than 2 ◦C warming by 2100. We demonstrate the role of learning by

doing by allowing for endogenous technological growth, and find that this decreases the overall costs

of ‘optimal’ policy and lowers expected warming. We show that risk associated with slowing economic

growth has an outsized influence on price path dynamics in comparison to static-in-time estimates of

climate damages, and argue this is a general feature of CAP6 ‘optimal’ price paths.

The second presentation of model results is in a sensitivity analysis where we randomly sample a

set of discount rates, risk aversion levels, and technological growth rates. We show that while the

expected carbon price depends on the emissions baseline, the expected temperature rise, level of CO2

concentrations, and incurred economic damages is not. This suggests that our model robustly calculates

an economically ‘optimal’ temperature level; the price of actualizing this temperature level varies across

baselines owing to assumptions about how much emissions are decreasing independently of the policy

implemented in CAP6. We find that price uncertainty is dominated by discounting in the near-term and

the technological growth rate in the far-term. On the other hand, temperature rise, CO2 concentration
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level, and economic damage uncertainty are dominated by discounting for much longer than CO2 prices,

as early inaction leads to warming that cannot be undone later by spending more on abatement (in

the absence of significant negative emissions or solar geoengineering).

The remainder of this paper is structured as follows. In § 2, we present the components of CAP6.

The socio-economic framework is discussed in § 2.1; the climate module is introduced in § 2.2; and our

calibration is presented in § 2.4. We present our results in § 3, and close with a discussion in § 4.

2 Model framework

T
he cost of carbon and associated ‘optimal’ mitigation policy is computed by evaluating the trade-

offs between environmental damage and economic growth. It is therefore natural to decompose

our model exposition into a socio-economic component and a climate component. We discuss each

of these in turn below, in § 2.1 and § 2.2, respectively. In each subsection, we provide a summary

paragraph prior to the remaining technical details for those interested only in the key assumptions and

equations in our model. We close this section with a statement of our utility optimization problem

in § 2.1.1, an example of the mechanistic implementation of each of the CAP6 components into one

complete model “run” in § 2.3, and a description of our model calibration in § 2.4.

2.1 Socio-economic framework

The socio-economic environment we describe here involves numerous assumptions about the world’s

current state and how it will evolve in the future, such as: individual preferences towards risk and

economic utility, decision making under uncertainty, projections of CO2 emissions, the magnitude of

climate change damages, and the cost of mitigating CO2 emissions. Each of these are discussed in turn

below.

A summary of our setup is as follows. We consider a representative agent with Epstein-Zin utility given

by (2.1), and embed this individual in a binomial tree structure where their 2020 utility is optimized.

See Figure 1 for a schematic of the tree structure. CO2 emissions are projected under the shared

socio-economic projections used by the IPCC (Figure 2). Climate damage functions are taken from

the IPCC WGII results (with some important modifications to their statistically estimated damage

function), and our uncertainty parameterization captures both epistemic and parametric uncertainty

in the damage functions. The generic equation for our damage functions is given (2.6), with fitted

parameter values and associated uncertainty summarized in Table 1. See Figure 6 for visualizations of

each damage function. Finally, we employ (2.16) as our marginal abatement cost curve (Figure 4) and

provide two calibrations: our ‘main specification’ based solely on the data in AR6, and the “no free

lunches” calibration, which excludes negative costs in the AR6 cost data. Parameter values for each

calibration of (2.16) are in Table 2.
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2.1.1 Economic utility

CAP6 features the same economic setup as its predecessor [18, 19]. In contrast to Ramsey growth IAMs

(such as DICE [78]), CAP6 considers a representative agent who maximizes their utility throughout

time. In this way, CAP6 models how an individual would approach pricing CO2; the output of CAP6 is

then argued to be broadly true of society as a whole, hence the language of considering a “representative

agent” of society. Broadly speaking, the societal welfare is an increasing function of the economic

utility. Thus, by finding the maximum value of the economic utility, it is assumed that the society’s

welfare is also maximized. We choose Epstein-Zin preferences [23, 24], described below, as our utility

function because of its unique feature of separating risk across states of time and states of nature.

This distinction has been theorized to be especially relevant for climate economic studies, where risk

considerations across different dimensions, particularly related to extreme climatic events and tipping

points, are important to consider [81, 20].

Epstein-Zin preferences

The discrete time utility, Ut, of a representative agent with Epstein-Zin (EZ) preferences [23, 24, 103]

is given by

Ut =
(
[1− β]cρt + β

[
Et

(
Uα
t+1

)]ρ/α)1/ρ
, (2.1)

where β := (1 + δ)−1 > 0 and δ > 0 is the pure rate of time preference (PRTP), ct > 0 is the

consumption at time t, ρ := 1 − 1/σ and σ > 0 is the elasticity of intertemporal substitution (EIS),

α := 1− ψ and ψ > 0 is agent risk aversion (RA), and Et is the expectation operator at time t. When

α = ρ (that is, when ψ = 1/σ), (2.1) collapses into the von Neumann-Morgenstern (VRM) expected

utility index [101]. Assuming an exogenous growth rate of consumption g > 0, in the final period

(occurring at time T ), the utility is given by

UT =

[
1− β

1− β(1 + g)ρ

]1/ρ
cT . (2.2)

Note that, in the EZ framework, risk aversion across time is parameterized by σ, whereas risk aversion

across states of nature is parameterized by ψ. A larger value of either σ or ψ represents a higher degree

of risk aversion along the respective dimension.

Tree structure

Agent utility in CAP6 is optimized within the structure of a binomial tree, therefore embedding the

representative agent in a finite horizon probability landscape. This follows a standard approach employed

in financial economics [16], and one useful to solve EZ-style models numerically [23, 24, 60].

The binomial tree structure of CAP6 is a representation of a time-evolving two dimensional probability

distribution of climate damages (see Figure 1 for a schematic). The first dimension is time, while the

second is “fragility”, the latter of which encodes the potential for high or low climate damages at a

moment in time. Throughout, we will refer to the fragility coordinate at a time t as θt > 0. Framing the
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Figure 1: Binomial tree structure with CO2 costs and climate damages. Panel A shows the
cost of CO2 at each node. Panel B shows the agent experienced climate damages at each node. Note
that climate damages generally increase with fragility. In both panels, we highlight the accessible future
states of two agents: one in 2150 (pink boxes) and one in 2030 (gold boxes). The values displayed are
taken from our preferred model run.
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tree structure as a representation of a two dimensional probability distribution allows for the roles of

σ and ψ to be clarified: σ parameterizes risk aversion along the time dimension, while ψ parameterizes

risk aversion along the “fragility” dimension. We choose to orient the fragility coordinate such that

high (low, resp.) fragility is associated with high (low, resp.) climate damages. However, the origin of

these high or low damages, both in the near and far term, is not explicitly represented. This owes to

the fact that high climate damages could be owed to an unusually high climate response to emissions

or a far-worse-than-imagined damage function, or both. The fragility parameter collapses all of these

sources of uncertainty into a single parameter, based on a node’s position in the tree. By allowing for

many agent decisions, and thus the generation of numerous nodes, we are able to coarsely represent

the space of possible fragilities, therefore spanning many possible states of the climate and climate

impacts, both in the near and far term. Note that in the limit of infinitely many decisions, fragility

is normally distributed owing to every future state being equally likely, so as to not bias any outcome

(be it sanguine or catastrophic) within the model structure.

Furthermore, this structure allows for uncertainty to directly influence agent decision making; as an

example, consider two agents, one in 2150 and one in 2030 (see Figure 1). The agent in 2150 has

only two future states accessible to her from her position in the tree; this represents an individual who

knows well the impact of the climate on the economy. Compare this agent to another in 2030, who has

a significantly higher number of future states accessible to him. This individual knows less about how

climate change impacts the economy, which influences his decision making, as he has to weigh several

possible futures with high and low climate damages all at once.

This choice of model structure, therefore, incorporates uncertainty directly into the decision making

process as the individual optimizes their utility, rather than “abstracting from issues of uncertainty” [76]

through post-facto, Monte-Carlo sampling of model inputs, as done in other studies (e.g., [14]). This

approach fails to fully incorporate risk in its policy recommendations. Indeed, only recently has a fully

probabilistic and self-consistent projection of the SCC been achieved within the Ramsey framework [83],

but this study makes no claims in the direction of the “optimal control problem” of CO2 emissions. In

other words, it does not solve for the “optimal” control rate of CO2 emissions, and only calculates the

marginal damage of a ton of CO2 emitted today.

Statement of utility optimization problem

Consider a representative agent embedded within a path-dependent binomial tree with T decision

periods, leading to 2T − 1 total tree nodes. As the representative agent traverses the tree, she makes

decisions so as to optimize her economic utility given by (2.1); in this way, the problem can be framed as

a 2T − 1 dimensional optimization problem, as the utility is optimized at every node so as to maximize

present-day utility.

The individual is placed within a standard endowment economy [94], where at every period time t she

is given an amount c̄t. Note that c̄t = c̄0(1+ g)t, and without loss of generality, we set c̄0 to unity. She

cannot consume all of c̄t, however, owing to both climate change and climate policy. Climate change

can cause the agent to lose some amount of c̄t due to climate damages, Dt ≥ 0. Climate policy impacts

the individual’s consumption by allowing her to spend some amount of c̄t to reduce her impact on

8



Figure 2: Emissions baselines. Shown are each of our emissions baselines with their extensions to
2250.

future climate by mitigating some fraction of emissions xt; the amount she chooses to spend is given

by κt in (2.16). The consumption of the agent at each time t ∈ {0, 1, 2, ..., T} is thus determined by

c0 = c̄0 (1− κ0(x0)) , (2.3)

ct = c̄t (1− κt(xt)) (1−Dt(Ψt, θt, Ct)) , for t ∈ {1, 2, ..., T − 1}, (2.4)

cT = c̄T (1−DT (ΨT , θT , CT )) . (2.5)

Given that the cost and cumulative emissions at a given time depend only on the mitigation vector,

the problem of optimizing CAP6 boils down to finding the optimal mitigation vector xt that maximizes

the agent’s economic utility at t = 0. We choose T = 6 decision periods in all the calculations in that

follow, with our initial and final year being 2020 and 2250, respectively. While one may question the

coarseness of our time discretization, it has been shown that including more decision periods in similar

models does not significantly affect their output [13]. The remainder of this subsection will detail how

climate damages and abatement costs are calculated.

2.1.2 Emission baselines

We use the standard set of shared socio-economic pathways (SSPs) [100, 25, 26, 11, 56, 85] as our

exogenous CO2 emission baselines, taking the emissions data for the period of 2020 – 2100 directly

from the SSP database [27, 88], and span a range of end-of-century radiative forcing amounts. We make

one alteration to the projections provided in the database: any negative emissions are set to zero. (This

assumption only impacts SSP1–1.9, as SSP1–1.9 makes more optimistic assumptions around backstop

technology than we do in our cost formulation, see § 2.1.4.) As our model extends out to 2250, we

9



Figure 3: Damage functions. Shown are each of our damage functions by methodology (statistical,
structural, and meta-analytic) as well as the marginal damages owing to tipping points. Note the sta-
tistical damage function shown assumes SSP2–4.5. In each panel, yellow shows ±1 standard deviation
in the damage function, while the blue shaded region shows ±2 standard deviations. For the end of
century estimates in panel A, the green region shown ±1 standard deviation and the salmon shows ±2
standard deviations.

require extensions of the SSPs in the database; we follow the prescription of [69] for each baseline, see

Figure 2.

2.1.3 Damage functions

Our climate damage calculation can be broken down into three components: an aggregate climate

damage, owing to the total damages incurred by climate change (i.e., labor disutility, mortality risk, or

agricultural loss); a tipping point climate damage, which accounts for damages which are incurred by,

for example, permafrost melt or Amazon dieback; and a penalty function which dissuades individual

agents in our model from over-mitigating CO2 concentrations in the atmosphere.

Aggregate climate change damages

Aggregate damages (as a function of % global GDP in 2020) are defined as global damages owing

to climate change, and their magnitude is estimated in AR6 by WGII [43] (see their Figure Cross-

Working Group Box ECONOMIC.1, panels (a)-(c), p. 16-114). We specify three aggregate damage

functions in particular: one that is modeled after statistical climate damage modeling efforts [8] (panel

(a) in Figure Cross-Working Group Box ECONOMIC.1), one estimated using structural estimation

techniques [89, 95] (panel (b) in Figure Cross-Working Group Box ECONOMIC.1), and a meta analysis

of climate damage estimates [41] (panel (c) in Figure Cross-Working Group Box ECONOMIC.1), such

that for each we have

D(T ′) = T ′(ϖ1 +ϖ2T
′) (2.6)

where ϖ1, ϖ2 ∈ R+ are fitted coefficients. (Note there is no zeroth order term, as D(T ′ = 0) = 0 is

required.) We refer to each of these damage functions by their estimation methodology in what follows,

i.e., “the statistical damage function” and so on. We detail our methodology for fitting coefficient values
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to the data in Appendix A, supply the fitted coefficients and their uncertainty in Table 1, and present

the data and fitted curves in Figure 3. It should be noted that each of these damage functions come

with limitations and qualifications, and in the case of the statistical damage function, we deviate from

the IPCC representation in important ways. We discuss each damage function below.

Statistically estimated damage function. [8] The statistically estimated damage function builds on

previous work involving the nonlinear response of economic productivity to temperature [9], following

methodologies laid out more generally in [12]. This damage function relies on the specification of a

certain horizon where damages set in, and choose the natural markers of 2049 and 2099 (mid-century

and end of century, respectively). The mid-century and end of century estimates are starkly different,

as in this framework climate change slows economic growth, therefore requiring sufficient time for

damages to compound. Damages are also different depending on which SSP one chooses; this owes to

the fact that each SSP contains different assumptions around adaptation, technological growth, and

so on. Finally, the warming levels represented in [8] are relative to a 1986–2005 baseline, not relative

preindustrial temperature levels. The IPCC’s representation of this damage function differs from the

original publication in three ways: they only report end-of-century estimates; they aggregate damage

estimates across SSPs without indicating the differences between each; and they report the temperature

change as relative to preindustrial rather than to a 1986–2005 baseline.

We correct these inconsistencies in our formulation to be consistent with the original publication. We

include explicitly the time dependence of this damage function in our simulated climate damages,

allowing for the decision period of 2030 and 2060 to use the mid-century estimates and each decision

period from 2100 onward to use end of century estimates. This of course is not perfect, as damages

are expected to continue growing past 2100 in their framework, but we lack projection data to extend

their framework to longer time horizons. Therefore, our estimates of climate damages in the long run

are to be considered as conservative. We also change the fit to damage function data based on which

SSP we consider. Finally, we correct the temperature baseline by shifting the abscissa by ∼ 0.8 ◦C to

correctly represent temperature anomalies relative to preindustrial.

A final qualifier to our use of this damage function is our parameterization of uncertainty. The uncer-

tainty range for these estimates is large, and net-benefits of climate change are not ruled out even in

the long term (though they are exceptionally rare). The extent of this uncertainty is largely driven by

the assumed economic response to climate change and the discount rate chosen in their model, and no

range is given for the estimates of economic damages for a given climate model’s projection; only the

median estimate is reported for each climate model. We also suppress climate model uncertainty in

their presented results so as to not double count climate uncertainty, resulting in a more narrow uncer-

tainty envelope for damages estimates. In view of these qualifications, we take a simplified approach

to assigning uncertainty in these estimates by (1) assigning uncertainty around median estimates only,

and (2) assuming uncertainty broadens between 2049 and 2099. See Figure 3A for our presentation of

the statistically estimated damage function (assuming SSP2).

Structurally estimated damage function. [89, 95] In the case of the structurally estimated damage

function, three integrated assessment models’ (DICE [76], PAGE [39], and FUND [97]) output are

aggregated to form a range of climate damages estimates as a function of temperature. However, it is

unclear if this aggregation process is reliable, as the range of climate damage estimates from each model
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can be traced back to different components of individual models, such as climate representations and

discount rates [89]. We take the aggregation of damage estimates at face-value, and do not differentiate

between the different models used to estimate the damages, see Figure 3B.

Meta-analytic damage function. [41] The meta-analytic damage function is simply a synthesis of

studies found in the literature, and though care was taken to account for duplicates of studies and

methodology, it is unclear if a set of damage estimates using different models and estimation types

can be joined together in this way to form one unified “damage function.” It is also unclear if the

resulting uncertainty can truly be labeled as “parametric” or simply a by-product of disagreements

in the literature. Nonetheless, we assign a simple envelope of uncertainty to the preferred damage

function of [41], see Figure 3C.

The limitations described above and the inability to properly compare damage estimates across studies

and methodologies led WGII to conclude that a reliable range of damage estimates could not be

determined; put differently, there is no “right” damage function that we can specify in this work [43].

We resolve this issue by taking a conservative approach and sampling all of the damage functions

mentioned above with equal probabilities; in this way, we remain agnostic about which damage function

is the “right” one, and sample the space of possible damage functions in addition to uncertainty inherent

to a specific climate damage estimation methodology.

Despite the issues with individual damage functions described above, our approach to sampling all

of the damage functions has the benefit that, at minimum, we sample a variety of damage function

shapes and scales. The statistically estimated damage function has a convex shape, implying that

climate damages set in quickly before leveling out in time. Furthermore, this damage function is time

dependent, capturing the impact of climate change impacting economic growth; this has been shown to

be an important factor in climate policy [71]. The structurally estimated damage function, in contrast,

is concave, with low damages in the short run which slowly rise over time. Finally, the meta-analytic

damage function is also concave, but rises much faster than the structurally estimated damage function.

This variety in damage function shape and scale allows us to highlight the impact of damage function

shape on price paths in § 3.

Tipping point damages

In addition to the aggregate damages accrued owing to climate change, an additional damage potential

exists for climate-related tipping points, such as permafrost melt or Amazon dieback. Moreover, the

probability that such a tipping point would occur and accelerate economic damage increases with global

mean surface temperature. Thus, we include an additional piece of our damage function owing to these

tipping points, Dtp(T
′), taken from [20] (see their Figure 5c), such that the total damages are given by

Dtot(T
′) = D(T ′) +Dtp(T

′). (2.7)

Note that Dtp(T
′) has the same functional form as the aggregate damage function, i.e., Eqn. (2.6). See

Figure 3D for a visualization and Table 1 for the coefficients of this damage function and corresponding

uncertainties.
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Table 1: Damage function coefficient parameter values and uncertainties. Fitted parameters
for the damage function (2.6) based on [43] and [20].

Damage function ϖ̄2 [K−2] σϖ2 [K−2] ϖ̄1 [K−1] σϖ1 [K−1]

Statistically estimated [8]

SSP1, mid-century 5.36× 10−3 7.13× 10−4 8.93× 10−3 1.12× 10−3

SSP2, mid-century 3.09× 10−3 4.76× 10−4 1.24× 10−2 1.90× 10−3

SSP3, mid-century 2.95× 10−3 4.74× 10−4 1.18× 10−2 1.89× 10−3

SSP4, mid-century 3.50× 10−3 7.14× 10−4 5.83× 10−3 1.19× 10−3

SSP5, mid-century 3.40× 10−3 5.20× 10−4 1.14× 10−2 1.75× 10−3

SSP1, end-of-century −1.24× 10−3 2.49× 10−4 7.07× 10−2 1.42× 10−2

SSP2, end-of-century −2.33× 10−3 4.75× 10−4 7.21× 10−2 1.47× 10−2

SSP3, end-of-century −2.81× 10−3 5.93× 10−4 7.20× 10−2 1.52× 10−2

SSP4, end-of-century −1.11× 10−3 3.42× 10−4 4.67× 10−2 1.43× 10−2

SSP5, end-of-century −1.33× 10−3 3.45× 10−4 5.56× 10−2 1.45× 10−2

Structurally estimated [89, 95] 2.30× 10−3 8.53× 10−4 2.05× 10−3 7.59× 10−4

Meta analysis of climate damages [41] 6.85× 10−3 2.43× 10−3 2.98× 10−4 1.06× 10−4

Climate tipping points [20] 4.8× 10−1 4× 10−2 −4× 10−2 1× 10−2
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Penalty function

The last component of our damage calibration includes a penalty function, Dpen(Ct), which, unlike our

aggregate and tipping point damage functions, relies on the CO2 concentrations rather than GMST. The

reason is that the penalty function is intended to disincentivize individual agents from over mitigating

the amount of CO2 in the atmosphere, thus driving CO2 concentrations below that of preindustrial.

(The issue of global cooling is, after all, secondary to global warming, at least for now.) In this spirit

we write the penalty function as

Dpen(Ct) =
(
1 + ek(Ct−m)

)−1
, (2.8)

where m = 200 ppm accounts for half the penalty accrued and k = 0.05 is set to ensure smoothness.

This combination of free parameters guarantees that Dpen(Ct = 280 ppm) ≈ 0 while, for example,

Dpen(Ct = 150 ppm) ≈ 0.924.

Sampling damage function uncertainty

We sample uncertainty in the damage function in two ways. The first is by sampling the parametric

uncertainty in each damage function; that is, the uncertainty in the values of ϖ1, ϖ2 in (2.6) (see

Appendix A for details). The distributions of ϖ1, ϖ2 are assumed Gaussian with mean and variance

provided in Table 1, and we take three million Monte Carlo samples.

The second source of uncertainty in the damage function pertains to which damage function (i.e.,

statistical, structural, or meta-analytic) we specify in the first place. IPCC WGII makes no recom-

mendations in this regard. We therefore assign a hyper-parameter in our simulated climate damages

that randomly chooses a damage function. Given that we take three million draws in our Monte Carlo

sampling of parametric uncertainty, allowing for three damage functions still on average corresponds to

a million samples of each damage function’s parametric uncertainty, a more than representative sample.

This methodology allows us to remain agnostic with respect to which damage function we choose, and

examine the consequences of our agnosticism on carbon price paths in § 3.

Calculating damages at a particular decision node

Climate damages depend on the global mean surface temperature anomaly. However, a representative

agent in our model at a given decision node only knows the possible end states which can be accessed

from her state. She does not know the exact fragility at her own node, or any θt for t ≤ T , owing

to the inherent uncertainty surrounding both the climate system (such as the precise value of TCRE)

and economic impacts (such as damage functions). In this way, the tree emanating from her current

node can be thought of as a sub-probability landscape of the entire tree, where θt characterizes the risk

inherent to the entire sub-landscape. If this landscape contains within it an equal number of high and

low fragility end states, the fragility is considered to be average; if it only contains end states with high

fragility, for example, then the fragility is high. The same logic follows with low fragility states. Owing

to the agent not knowing the current fragility, the damages assessed at her decision time are dependent

on proxies for the relevant damage variables. The two proxies used in our model is the fragility θt
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(which tells us which end states are accessible) and the cumulative CO2 emissions, Ψt (which tells us

approximately how warm the world should be, but does not immediately map to the temperature at

time t owing to uncertainty in the TCRE). These two variables in concert gives us a basis from which

we can interpolate end state climate damages backwards in time to any decision node. In addition,

the mitigated emissions pathway enables us to calculate the CO2 concentrations at the individual’s

decision time, enabling evaluation of (2.8).

We therefore calculate the damage at a given node as a probability-weighted average of the current-

period damages accessible to each end node across states of fragility, plus the penalty function, such

that

Dnode(Ψt, θt, Ct) =
∑
θT

P (θT |θt)Dtot(T
′, θt) +Dpen(Ct). (2.9)

2.1.4 Cost of mitigation

Calculating the cost of mitigation requires specifying a marginal abatement cost curve (MACC), which

relates the price of abatement to the fraction of emissions abated. However, such a curve will vary

depending on three factors [29]: (1) the current state of emissions mitigation technologies, which

in aggregate represent the abatement potential (in GtCO2-eq yr−1) as a function of cost, (2) the

availability of a backstop technology, which allows for net-negative emissions, and (3) technological

advancement, which makes mitigation costs cheaper over time. We take each component – formulating

a baseline MACC based on current abatement technologies, accounting for backstop technology, and

incorporating technological advancement – in turn below.

Marginal abatement cost curve estimation

Estimating a MACC requires a functional relationship between the fraction of emissions abated, x, the

per-ton tax rate, τ , and the emission pathway, E. We use the most recent estimates for the cost of

CO2 emission abatement presented in AR6 WGIII [44] (see their Figure SPM.7, p. SPM-50). Note

that the data presented by WGIII are for mitigation costs in terms of the 2030 abatement potential.

We make three important assumptions in interpreting the data from AR6 WGIII. The first is that we

assume cost estimates are additive, which is not necessarily the case; however, we expect changes in

costs and abatement potential to be small enough to consider them as negligible in this study. The

second is that we neglect negative costs; that is, whenever WGIII data dictates that costs are < $0, we

set the cost to zero. The final assumption is that for abatement potentials outside the range provided

by the IPCC, we assume the functional relationship between τ and x established for lower abatement

potentials holds. With these assumptions in mind, we fit an exponential curve to the cost data (see

Figure 4A), such that

τ(x) = τ0

(
eξx − 1

)
, (2.10)

where τ0, ξ > 0 are constants.

In the final analysis, we are interested in the total cost to society, κ(τ) for each particular tax rate τ ,

in units of the fraction of 2020 consumption lost. We closely follow the formulation in [19] and use

the envelope theorem to calculate κ(τ). We assume a representative agent optimizes consumption c(τ)
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Figure 4: Cost of mitigation. PanelA shows the mitigation potential and cost for each methodology
given by the IPCC using their WGIII data. Blue represents zero costs (listed as negative in AR6),
yellow is $0 -$20 range, orange is $20-$50, red is $50-$100, and maroon is $100-$200. Note that the
methodology label is only on the bar with the most mitigation potential for said methodology. Our
curve fit is in grey. Panel B shows the fitted marginal abatement cost curves given by (2.10) and Panel
C shows the total cost to society given by (2.14) using our ‘main specification’. Panels B–C use values
from Table 2. In panels B–C, solid lines correspond to 2030, while dashed lines are cost curves in 2100,
assuming an exogenous technological growth rate of 1.5% and no endogenous technological growth.
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such that dc(τ)/dτ = −E(x(τ)) = −E(τ), where we have dropped the dependence of the emissions on

mitigation action for clarity. Then by simple integration the consumption is given by

c(τ) = c̄−
∫ τ

0
E(ζ)dζ︸ ︷︷ ︸

=:K(τ)

, (2.11)

where c̄ > 0 is the baseline endowed consumption and K(τ) is the cost to society in monetary units

(i.e., dollars). Eqn. (2.11) would be correct if the government was to waste the entirety of the policy

proceeds, given by E(τ)τ . We instead assume that the proceeds are refunded in a lump sum [63], thus

requiring an alteration to K(τ) such that

K(τ) =

∫ τ

0
E(ζ)dζ − E(τ)τ. (2.12)

The lump sum refund does not allow for CO2 tax proceeds to be used to decrease distortionary taxes

unrelated to CO2 emissions; this would lower the net cost of CO2 even further [31, 52]. Rewriting the

emissions as E(τ) = E0(1−x(τ)) where E0 is the (SSP–dependent) 2030 emissions in GtCO2 yr−1, we

have

K(τ) = E0

(
τx(τ)−

∫ τ

0
x(ζ)dζ

)
. (2.13)

Note that E0 is the 2030 emissions for consistency with the cost data presented by WGIII. Now

using (2.10) and its inverse in (2.13), carrying out the integral, and dividing by 2020 consumption

results in the total cost to society in terms of fractional 2020 consumption loss, given by κMACC(x), as

κMACC(x) =
E0τ0
c2020

(
eξx − 1

ξ
− x

)
, (2.14)

where c2020 is the 2020 global consumption in billions of 2020 $USD, set to 61880 (taken from the

World Bank). A table of fitted values for τ0 and ξ for each SSP are provided in Table 2, as well as a

calculation for the percent of consumption required to abate all emissions. Fits for (2.10) are shown in

Figure 4B.

Backstop technology

Our model represents backstop technology via permitting CO2 removal [54, 73]. CO2 removal occurs

whenever the mitigation exceeds unity; this leads to negative emissions and thus carbon removal from

the atmosphere. The price of carbon removal has is a major source of uncertainty in assessing future

climate policy [50, 92, 57, 58, 40], with estimates ranging from $50 − $1000 2020 USD per ton of

CO2 removed. Recent estimates are more promising, however, with per ton price of CO2 removal

ranging between $94− $232 [54]. Regardless of the specific dollar estimates provided in the literature,

backstop technology faces a common hurdle: scalability [37]. The parameter x in our MACC is the

fraction of 2030 emissions abated ; therefore, removing even a small percentage of these emissions from

the atmosphere is equivalent to abating billions of tons of CO2 from the atmosphere in short order.

The technology to carry out this task is simply unavailable at present. We take a simple approach to
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Table 2: Marginal abatement cost curve parameters. Fitted coefficients for (2.10), the cost of
abating all emissions, τa := τ(x = 1), and the percent of consumption required to abate all emissions,
κa := κMACC(x = 1), based on AR6 WGIII data for each SSP in our ‘main specification’ and our “no
free lunches” alternative calibration.

SSP ξ τ0 [2020 $USD tCO2-eq
−1] τa [2020 $USD tCO2-eq

−1] κa [%]

Main specification

1 1.9 27.5 153.88 3.0

2 2.4 27.5 264.09 5.9

3 2.9 27.5 457.57 11.3

4 2.5 27.5 292.15 6.69

5 3.0 27.5 526.58 13.2

“No free lunches”

1 1.8 58.9 297.42 6.1

2 2.3 58.9 528.58 11.9

3 2.8 58.9 909.69 22.5

4 2.3 58.9 528.58 13.4

5 2.9 58.9 1011.56 26.3

adjusting our cost curve to account for backstop technology by imposing a backstop technology premium,

τBS > 0, which is an extra price for carbon removal which shifts τ0 to τ0 → τ0 + τBS . In the base case,

we essentially price out to-scale backstop technology before 2100, setting τBS to be $10000 2020 USD.

This alters our MACC cost curve (2.14) when x > 1, such that

κMACC(x) =



E0τ0
c2020

(
eξx − 1

ξ
− x

)
, 0 ≤ x ≤ 1,

E0(τ0 + τBS)

c2020

(
eξx − 1

ξ
− x

)
, x > 1.

(2.15)

Technological progress

Technological progress in our model is captured by allowing the cost of mitigation to society κMACC(x)

to decrease in time as technological proficiency makes mitigation cheaper. Technological progress

can occur in two ways: (1) exogenously, where general technological improvement independent of

agent choices make mitigation cheaper, and (2) endogenously, where if a given individual invests in

mitigation early, the cost of mitigation goes down more over time [1]. The exogenous (endogenous,

resp.) technology advancement rate is given by φ0 ≥ 0 (φ1 ≥ 0, resp.). Incorporating these factors
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into our cost curve results in our final expression for the cost of mitigation to society,

κt(x) = κMACC(x) (1− φ0 − φ1Xt)
t−10 , (2.16)

where

Xt :=

∫ t
0 x(ζ)E(ζ)dζ

Ψ(t)
, (2.17)

is the weighted average mitigation up to time t. Note the technological growth factor is offset by

ten years as the cost data from AR6 is for 2030 technologies. The inclusion of (2.17) captures how

an individual’s decisions up to a given time impact the cost curve; if an agent increases her average

mitigation, thus abating more emissions, costs decrease quicker than if she hadn’t abated at all.

“No free lunches”

Estimating the cost of CO2 abatement is a notoriously challenging task. The cost estimates presented

above are static, in the sense that they represent the costs of the lifetime of the project and, for

example, ignore spillover effects [44]. However, static estimates fail to capture the impact of the costs

(or savings) associated with a given project that outlive the project lifetime itself [29]. We partially

resolve this issue by including technological growth and learning, but this only serves to bring static

costs down. It is entirely possible that the static cost of a given option could be low, while its dynamic

cost could be relatively high; building large-scale, inefficient yet presently cheap technologies that are

locked-in in the long term provides an illustrative example of this effect.

Such considerations lead some to argue that costs should not be estimated from the “bottom up” as

done here, but rather from the “top down.” This, for example, is the case in DICE–2016R and similar

climate-economic models [77, 78]. Such estimates generally paint a more pessimistic picture than the

“bottom up” methods, positing that the cost of abating CO2 emissions is actually quite larger than

adding up the cost of each individual option, owing to inertia and friction in the economic system, a

set of barriers typically summarized as the “energy paradox” [48, 3].

For example, “bottom up” estimates generally find methodologies with significant abatement potential

and close to zero or negative cost; AR6 finds ∼ 10 GtCO2-eq worth of abatement for ≤ $0. That’s

almost 25% of all CO2-eq emissions in 2021 [45]. The question is, then, why weren’t each of these

methods implemented yesterday? The answer must be an amalgam of inertia, friction, and sub-optimal

policy and incentive structures ‘in the real world.’

To address this concern, we perform a sensitivity test to the output of CAP6 by recalibrating the

MACC to exclude zero-cost abatement technologies. This calibration does not serve as our ‘main

specification,’ however, as the recalibration procedure is ad hoc and not grounded in any particular

estimation methodology. Therefore, we use the IPCC-data calibrated MACC (the ‘main specification’

parameters in Table 2) for the purpose of assessing ‘optimal’ policy in CAP6.

We perform our recalibration by shifting all of the mitigation potential in the IPCC dataset up by one

cost bracket; for example, the zero cost methodologies (the blue bars in Figure 4) now have $20 2020

USD tCO2-eq
−1 life time cost, and so on. The highest cost abatement technologies are set to cost 400

2020 $USD tCO2-eq
−1. We coin this MACC calibration as the “no free lunches” MACC, and provide
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its parameter values in Table 2. The analogous figure to Figure 4 for the “no free lunches” MACC is

provided in the Supplementary Information.

Note we perform a second recalibration that sets the costs of the the < $0 mitigation options to

infinity, coined the “infinite cost” calibration. The figure associated with this calibration is in the

Supplementary Information. We do not show the results of CAP6 with this calibration as the final

costs of abatement are lower than in the “no free lunches” case in Table 2. Hence, the results will

simply be an interpolation between the main specification and the “no free lunches” results.

2.2 Climate model

Here we present the climate component of our model in two parts. The first subsection details our

implementation of the transient climate response to emissions that maps emissions to temperature

anomalies above preindustrial, see (2.19). The second subsection outlines our impulse response function

approach to modeling the carbon cycle, given by (2.23). The numerical values of relevant climate

parameters are found in Table 3. Throughout, we refer to E(t) as a general emissions pathway; in

practice, this is a (potentially mitigated) SSP emissions baseline.

2.2.1 Mapping emissions to temperature anomaly above preindustrial

We map CO2 emissions to the temperature anomaly above preindustrial levels, denoted as T ′, using

the transient climate response to emissions (TCRE) [4, 64, 68, 28, 62]. The TCRE is defined as a linear

scale factor λ > 0 that maps the cumulative CO2 emissions, Ψ(t) :=

∫ t

0
E(ζ)dζ, to temperature. The

physical basis for TCRE is a compensation between the diminishing sensitivity of radiative forcing to

CO2 at higher atmospheric concentration and the diminishing ability of the ocean to take up heat and

carbon at higher cumulative emissions [42].

Generally, one defines the TCRE as the ratio to present-day warming to cumulative emissions above

preindustrial to date; however, this ratio alone underestimates warming owing to other greenhouse gases

having been emitted since preindustrial. An additional correction is therefore required to λ owing to

non-CO2 forcing from other trace gases, such as methane and nitrous oxide [17, 42]. We follow the

framework laid out in [17] and include a non-CO2 forcing term fnc > 0 that increases the average

value and variance of the TCRE estimate provided by the IPCC. We write our “effective” TCRE – the

TCRE including non-CO2 forcing factors – as

λeff :=
λ

1− fnc
. (2.18)

The mean value of λ, fnc, and λeff and their uncertainties are provided in Table 3. Using this approach,

we are able to reproduce central estimates of warming levels this century reported by WGI in AR6

for each SSP reasonably well (see the Supplementary Information and their Table 4.5, p. 582 [42]).

A limitation of our approach, however, is an excess of uncertainty in our end-of-century projections,

as the combination of uncertainty in non-CO2 forcing and TCRE itself convolve to widen the range

of possible temperature rise by the end of the century that is not seen in more complete, complex
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climate models. This hardly impacts middle-of-the-road emissions scenarios such as SSP2–4.5, but is

prevalent in high emissions scenarios such as SSP5–8.5. As λeff is assumed Gaussian, this widening

of uncertainty does not significantly impact risk assessment (as there is equal chances of a “good” or

“bad” draw of λeff ), but it is nonetheless an important qualification to our approach. Therefore in

our calculations of temperature, we use

T ′(t) = λeffΨ(t). (2.19)

2.2.2 Carbon cycle model

For a given emission time series the corresponding CO2 concentration time series can be found by

convolving emissions with the impulse response function (IRF) of a pulse of CO2 emissions, denoted

as I(t), such that

CE(t) = E(t) ∗ I(t). (2.20)

The IRF provides the time dependent fractional concentration of CO2 after a pulse is emitted into the

atmosphere. Convolving the emission time series with the IRF hence allows us to accurately track the

decay of the emission at each time step [96]. In [51], it is shown that the IRF for a pulse of CO2 can

be sufficiently represented by a superposition of exponentials, given by

I(t) := a0 + a1e
−t/τ1 + a2e

−t/τ2 + a3e
−t/τ3 . (2.21)

See Table 3 for the numerical values of the fitting coefficients ai and timescales τi in (2.21). Hence, we

use (2.21) in (2.20) to find the concentrations of CO2 after 2020.

The final component of the concentration time series accounts for pre-2020 CO2 that is present in the

atmosphere when an agent begins emitting. This ensures that our carbon cycle model not only acts to

take new CO2 out of the atmosphere, but continues to remove CO2 from past emissions. To account

for this extra CO2 in the atmosphere, we make the assumption that the majority of CO2 before 2020 is

old, such that the time it has been in the atmosphere is much greater that τ2. This implies that there

is a constant fraction that remains, and a piece that is still decaying; the CO2 that decayed through

the τ2 and τ3 channels has been set to zero. Hence, the remaining CO2 in the atmosphere is given by

Cpre−2020(t) = C2020

(
a0 + a1e

−t/τ1

a0 + a1

)
, (2.22)

where C2020 = 420.87 ppm.

Therefore, we can write the total carbon concentrations time series for a given individual as C(t) =

Cpre−2020(t) + CE(t), or

C(t) = C2020

(
a0 + a1e

−t/τ1

a0 + a1

)
+ E(t) ∗ I(t), (2.23)

which completes our model for carbon concentrations.
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Table 3: Climate model parameter values and uncertainties. Values of fitting coefficients ai
and timescales τi used in (2.21) (taken from [51]), as well as the best estimate and standard deviation
of TCRE (taken from [42]).

Fitting Coefficient Timescale [years]

a0 0.2173 τ1 394.4

a1 0.2240 τ2 36.54

a2 0.2824 τ3 4.304

a3 0.2763

TCRE Parameters

λ̄ = 0.45 ◦C (1000 GtCO2)
−1 σλ = 0.18 ◦C (1000 GtCO2)

−1

f̄nc = 0.14 σfnc = 0.11

λ̄eff = 0.52 ◦C (1000 GtCO2)
−1 σλeff

= 0.21 ◦C (1000 GtCO2)
−1

2.3 Prototypical model run

Given that our climate-economy model is unlike most other such models in the literature, an example of

how each of the components laid out above interact in one model “run” is warranted. First, let us estab-

lish some important concepts and recurring values that will be essential for our understanding. First,

we have chosen T = 6 decision periods. This implies that we have a total of n := 2T − 1 = 63 decision

nodes in the tree. Decisions are made at times t such that t ∈ {2020, 2030, 2060, 2100, 2150, 2200}, and
an additional period (with no decisions being made) occurs at t = 2250 to establish the terminal period

conditions. As the binomial tree is path dependent, it immediately follows that the number of unique

paths through the tree is equal to the number of nodes in the final period, given by nf := 2T−1 = 32.

Any vector of length n (which represents the value of a given variable, say mitigation, at each node in

the tree) can be readily translated into a set of paths of shape nf×T through the tree (which represents

the values of a given variable at the nodes in each path through the tree). Note that Figure 1 is a

helpful visual guide for our entire discussion.

Step 1: Simulate climate damages

The first step is to simulate potential climate damages. This comes before agent utility is optimized,

as decisions about utility are made within the context of the landscape of potential damages. Once the

landscape of damages are calculated (and we will be more precise about what is meant by “landscape”

in our discussion below), then damages are interpolated in our utility calculations. Note that in the

following discussion NMC = 3 × 106 refers to the number of draws taken in our Monte Carlo samples

of TCRE and damage function parametric uncertainty.

Climate damages are simulated using the following prescription. First, we specify an emissions baseline

by choosing an SSP. Once specified, there is a range of possible cumulatively emitted CO2 at each point

in time, depending on hypothetical agent mitigation policy. Let the maximum cumulative emissions

(associated with no mitigation) at a time t be represented by Ψ∗
t . Cumulative emissions Ψt therefore
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always lie in the range 0 ≤ Ψt ≤ Ψ∗
t . We discretize the range of potential cumulative emissions at each

point in time by applying a constant scaling 0 ≤ m ≤ 1 to the SSP and computing damages for each

value of m. In our runs, we choose M = 101 values of m. To recapitulate: we choose a value of m such

that 0 ≤ m ≤ 1, resulting in a time series of cumulative emissions Ψt = mΨ∗
t that is manifestly less

than or equal to the maximum permissible amount Ψ∗
t for all t.

For a given time series of cumulative emissions, the corresponding temperature change is uncertain

owing to the uncertainty in the TCRE. We draw NMC samples of the TCRE from a rectified normal

distribution with best estimate and variance taken from Table 3 and evaluate (2.19), which results in

NMC time series of global temperature change. For each temperature time series, we at random choose

a damage function (statistical, structural, or meta-analytic) and evaluate (2.6) for the chosen damage

function and the additional tipping points piece. The total damage is given by (2.7). This procedure

results in NMC time series of climate damages. The climate damage time series are then ordered by

severity of the final period damages (thus establishing an orientation of the “fragility” dimension),

and grouped in NMC/nf sized bundles. An average is then taken over each bundle, resulting in nf

time series of climate damages. The averaging procedure is necessary to make the simulated climate

damages congruent with the dimensionality of the binomial tree.

The procedure described above has resulted in a nf ×T matrix of climate damages, ordered from high

to low. Continuing for every value of m results in a M ×nf ×T landscape of climate damages. This is

coined as a landscape owing to its encapsulation of the potential extent of climate damages. The M -

dimension contains information about the extent of emissions; the T -dimension contains information

about the timing of damages; and the nf -dimension contains the extent of climate damages based on

the uncertainty in TCRE and the damage function. With this landscape now calculated, we can turn

our attention to how the economic utility is maximized within it.

Step 2: Utility maximization

We optimize the economic utility given by (2.1) using a genetic algorithm [30, 70, 53]. The genetic

algorithm is a stochastic optimization routine, where a set of random solution vectors are generated

and their “fitness” is determined. The vectors with high fitness are stored for the next round (they

“survive”), and vectors with low fitness are discarded (they “die”). The low fitness vectors are replaced

with another set of random vectors (the “offspring” of the more fit vectors) whose fitness is compared to

the incumbents’. This process continues until minimal changes in the highest fitness value are recorded

for a number of rounds; the vector corresponding to the highest fitness is then said to be the “optimal”

solution vector. The genetic algorithm is best suited for objective functions with unknown or difficult

to evaluate gradients, making it ideal for CAP6. In our use case, the randomly selected solution vectors

are mitigation vectors, and a given vector’s fitness is its 2020 economic utility. In what follows, allow

x⃗ be a vector of mitigation values with length n.

EZ utility captures future risk by allowing the utility at time t be dependent on the utility at time t+1

(see Eqn. (2.1)). Evaluating the utility must therefore begin at the final period, and is then evaluated

backwards to t = 2020. Thus, the first step is to evaluate the final period utility (2.2) where the final

period consumption is given by (2.5) for each final state node. (Recall there are nf = 32 nodes in the
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Table 4: Term structures of preferred and featured runs. Here we show the term structures
for each discount rate we employ in our featured and preferred CAP6 runs.

Ramsey discount rate [%] δ [%] η

2 (Preferred) 0.2 1.20

1.5 0.1 0.93

2.5 0.5 1.42

3 0.8 1.53

final period.) The assumed SSP and the mitigation vector x⃗ are used to calculate the emissions time

series for every path through the tree, and thus the CO2 concentrations for each path using (2.23) and

cumulative emissions at each end node. The cumulative emissions and carbon concentrations are used

in (2.9) to calculate the damages at each node.

For each node before the final period, the mitigation action up to but not including a given node is

used to calculate the level of CO2 concentrations using (2.23) and the cumulative emissions at that

node. The cost of mitigation is found using (2.16), and the damages are found using (2.9). These in

tandem determine the consumption by (2.4). The consumption and the following period utility are

used in (2.1) to determine the utility. This continues for each node, and each randomly generated

vector, until the genetic algorithm finds the mitigation vector with the highest utility.

Step 3: Visualize model output

The most fit mitigation vector x⃗∗ translates into the output shown in Figures 5, 6, 7, 8, and 9 in the

following way. To calculate the cost, we apply (2.10) at each node, including the technological growth

prefactor found in (2.16). We calculate the expected mitigation using (2.17). We use x⃗∗ to calculate

the emissions at each node, which readily translates into the concentrations at each node using (2.23)

and the expected warming at each node using (2.19) assuming the mean value of TCRE. Economic

damages for each node are calculated using x⃗∗ in (2.9). Averaging over the cost, expected mitigation,

emissions, temperature, CO2 concentrations, and damage amount in each period gives the time series

shown in Figures 5, 6, 7, 8, and 9.

2.4 Model calibration

In this subsection we discuss two calibrations of CAP6. The first regards what we refer to as our

featured and preferred model runs. These results take values for the Ramsey-esque discount rate from

the most recent climate economics calibration studies [75] and agent risk aversion calibrated to financial

market data [91]. They also feature a modest emissions scenario (SSP2–4.5), and relatively conservative

assumptions around technological growth. The second set of calibrations is for our ensemble runs, where

we randomly sample the economic parameter space. We take each in turn below.
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2.4.1 Preferred and featured runs

To calibrate CAP6, we use the Ramsey equation for the discount rate [82], rt = δ+ ηgt, where gt is the

growth rate of consumption, η = 1/σ is the coefficient of risk aversion, and δ is the pure rate of time

preference (PRTP). Previous analyses use a discount rate of 3% [14], but recent studies use 2% in light

of recent economic trends (such as falling interest rates) and expert elicitation [15, 22, 75]. Indeed,

New York State adopted a 2% discount rate in their social cost of carbon calculations [74]. There

are a number of combinations of δ and η which result in a given discount rate, and how one chooses

them determines the term structure of the model. We show our term structures for our preferred and

featured model runs in Table 4; note that we assume a constant growth rate of consumption g = 1.5%

for all runs. Allowing for time-dependent or uncertain growth is an interesting topic of future work.

The use of EZ preferences allows RA to be decoupled from EIS (and thus, η), resolving a paradox

that arises when using vRM or constant relative risk aversion (CRRA) preferences more generally [2].

The paradox can be outlined as follows. Consider a highly risk averse individual. In the framework of

CRRA preferences, this means η is large. However, by the Ramsey formula this immediately implies

a large discount rate, implying that this very risk averse individual actually cares very little about

future damages. EZ preferences decouple risk aversion along different dimensions, thus resolving the

paradox. We here calibrate the PRTP and agent EIS in the Ramsey discounting framework, in line

with recommendations from the United States government [14], and utilize EZ preferences in order to

address this paradox.

We calibrate our preferred and featured model runs as follows. We use a 2% Ramsey discount rate for

our preferred run, in line with other state-of-the-art IAMs [83], following the term structure described

in [99]. For our three featured runs, we again follow the term structures of [83, 99]; see Table 4 for

specifics. For each discount rate, we assume that ψ = 10, in line with trends observed in the United

States financial market [91]. For our emissions baseline, we choose SSP2–4.5, as it most closely aligns

with recent emissions trends [34]. Lastly, we assume an exogenous technological growth rate of 1.5% [84]

and no endogenous technological growth, owing to an inability to reliability calibrate the endogenous

technological growth rate parameter φ1.

The choice of no endogenous technological growth makes our technological growth assumptions excep-

tionally modest, given the known link between agent investment in mitigation and rates of growth in

clean sectors [47, 1, 7]. We probe the influence of including endogenous learning in the “learning by

doing” sensitivity test below, where we set φ1 = 1.5%. This allows us to demonstrate how consumption

spent on mitigation can influence mitigation prices, an important feedback mechanism [29].

2.4.2 Ensemble runs

While risk associated with temperature rise and damage function uncertainty are holistically evaluated

in a given run of CAP6, other risk factors exist and are excluded, such as uncertainty in the rate

of technological growth, or which exogenous emissions baseline or discount rate is assumed. Each of

these represent a source of epistemic uncertainty and thus risk; indeed, not knowing how much CO2

will be emitted over the next century, for example, strongly influences the range of possible climate

realizations, and thus, climate-related risk [35, 59].
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Table 5: CAP6 ensemble parameter ranges. Here we give the ranges of values for each of our
model parameters sampled in our ensemble runs.

Parameter Symbol Range

Risk aversion ψ 3 – 15

Elasticity of intertemporal substitution σ 0.55 – 1.08

Pure rate of time preference δ 0.1% – 1.47%

Exogenous rate of technological growth φ0 0% – 3%

Endogenous rate of technological growth φ1 0% – 3%

To probe the impact of assumptions associated with the discount rate, emissions baseline, and tech-

nological growth rate, we carry out a Monte Carlo analysis. We sample discount rates between the

range of 1.5% and 4.25%; we chose the lower bound based on recent work [75], and the upper bound

is the preferred rate used in DICE–2016R [78]. We translate this range of discount rates to EIS and

PRTP ranges by bilinearly interpolating the term structures laid out in [99]. The value of agent RA

is highly dependent on the conditions of its measurement, but RA has been measured to as high as 15

in wealthy countries and as low as 3 in European welfare states [91], which defines our range.

The exogenous and endogenous rates of technological change are nigh impossible to calibrate empir-

ically. We therefore choose the modest upper bounds of 3% for both rates. For reference, DICE-

2016R [78] chooses a rate of 1.5% for exogenous technological growth, but does not model endogenous

technological change, despite it being shown to have a significant impact on carbon price dynamics [1].

Note that we use our ‘main specification’ MACC for the ensemble run analysis. We take a thousand

samples of these parameters from a Latin Hypercube [65], resulting in a thousand time series of model

outputs.

3 Results

3.1 Main specification

W
e show the preferred and featured model runs of CAP6 in Figure 5. We find that the preferred

discount rate of 2% implies a high cost of carbon and very stringent abatement policies, see

panel 5B. The cost of carbon declines over time; this, however, should not be confused with reduced

abatement action over time. Rather, the declining dynamics of carbon prices can be entirely attributed

to the improved ability to abate CO2 emissions owing to technological growth (see Eqn. (2.16)). This

set of mitigation actions leads emissions peaking in 2070, with CO2 concentrations stabilizing before

starting to decrease by mid-century. The expected global temperature change resulting from this

emissions policy is less than 1.5 ◦C by 2100 (∼ 1.47 ◦C) and less than 2 ◦C in 2200 (∼ 1.6 ◦C). Finally,

we find that agents on average lose about 2.2% of the world’s GDP by 2100, and lose about 2.7% total

by 2200. To our knowledge, CAP6 is the first IAM that, in the absence of any normative calibrations,

provides economic support for the warming targets established in the Paris agreement.
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Figure 5: Preferred and featured model runs. We show model output for four discount rates:
1.5%, 2% (preferred), 2.5%, and 3%. Panel A shows the carbon price path, panel B shows the expected
abatement level in percent, panel C shows the expected global CO2 emissions, panel D shows the global
mean surface temperature above preindustrial, panel E shows carbon concentrations, and panel F shows
the incurred economic damages.

The impact of varying the discount rate is highlighted by our featured model runs. Decreasing the

discount rate to 1.5% leads to complete and immediate cessation of emissions (see panel 5B), thus

maximizing costs and decreasing 2100 (2200, resp.) warming by 0.2 ◦C (0.3 ◦C, resp.) in comparison

to the 2% run. Larger discount rates relax the stringent abatement policies seen in the 2% and 1.5%

discount rate cases. This results in lower costs and less mitigation action, and consequentially, larger

warming and damages. Indeed, we find that both the 2.5% and 3% discount rates warm beyond the

warming target of 1.5 ◦C by 2100 established in Paris. Moreover, the 3% discount rate policy exceeds

2 ◦C warming by 2100, and the 2.5% discount rate policy barely holds temperatures below 2 ◦C by

2100 (∼ 1.96 ◦C by 2100). In the case of the 2.5% and 3% discount rates, CO2 concentrations rise

before falling as emissions cease. The 2.5% (3%, resp.) discount rate individual also tends to lose ∼1%

(∼1.4%, resp.) more GDP in 2100 and ∼1.3% (∼2%, resp.) more in 2200 than in the 2% discount rate

case, showing the expensive consequences of delayed action in combating climate change.

From this analysis, we find that modeling the cost of climate risk with CAP6 strongly supports stringent

mitigation action. We find that the carbon price and corresponding mitigation policy associated with

the 2% discount rate saves at least 22 trillion 2020 $USD globally in 2100 (assuming global GDP grows

annually by 4%) in comparison to the higher discount rate policies. In addition, employing policies in

line with the 2% discount rate lead to an expected warming in line with the targets laid out in the

Paris Agreement, thus avoiding any significant economic and ecological disruptions that become much

more likely to occur once the 1.5 ◦C warming threshold is passed [5, 37]. In the face of potentially

catastrophic damages, the representative agent makes a clear choice: they sacrifice consumption today
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Figure 6: Isolating damage function impact on price paths. Panel A shows paths with all
damage functions sampled, i.e., our main specification. Panel B–D show our featured price paths with
a single damage function specified; statistical, structural, and meta-analytic in turn.

to abate CO2 emissions, rather than test their luck by delaying action, hoping climate damages never

arise. Indeed, to this individual, climate change is very much not a casino.

3.1.1 Isolating sources of climate-economic risk

We isolate sources of climate-economic risk in Figure 6 by isolating a single damage function and

re-running our preferred and featured model runs. For comparison, we also provide our featured

runs in panel 6A. Beginning with the statistically estimated damage function, we find that prices

are higher in the near term in comparison to the other damage functions, with the exception of the

1.5% discount rate run. This can be explained by the statistically estimated damage function implying

higher damages in the long term in comparison to the structural or meta-analytic damage function, thus

leading to immediate mitigation action and higher prices so as to avoid catastrophe. Put differently,

the probability of low damages is far lower when only the statistical damage function is considered, in

comparison to when all three damage functions are considered and weighted as equally probable (as is

done in the “main specification” runs).

By comparison, running CAP6 with a convex damage function (i.e., the structural and meta-analytic

damage functions) results in lower prices in the near term, with the exception of the 1.5% discount

rate runs. This can be attributed to the low damages associated with moderate temperature increase.

There is also a significant difference in the level of CO2 price between the structurally estimated and

the meta-analytic damage function for a given discount rate, owing to the difference in the level and

acceleration rate of damages assumed in each.

Two crucial insights that can be made from our risk decomposition. The first is that, for sufficiently low

discount rates, CAP6 implies stringent mitigation strategies independent of damage function shape and

scale. This is to say that, for individuals who place a sufficiently high value on future economic utility,

any degree of risk associate with high climate damages is worth hedging against. This highlights not

only how individual preferences shape preferred policies, but also how they can supersede the details
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Figure 7: Preferred and featured model runs with “no free lunches” cost curve. We show
model output for four discount rates using the “no free lunches” cost curve calibration: 1.5%, 2%
(preferred), 2.5%, and 3%. Panels are ordered as in Figure 5.

of the underlying model components. Indeed, risk is truly in the eye of the beholder.

The second insight from this exercise is that the statistical damage function has an outsized impact

on the “main specification” price paths (panel 6A) than the other damage functions. This owes to the

significantly larger damages that can arise from the statistically estimated damage function, particularly

in the long term. These high values present the most catastrophic long-term risks from climate change.

Given that our model allows individuals to ‘hedge’ against high climate damages, it stands to reason

that the damage function that is most responsible for catastrophic risk (if only relative to the other

damage functions considered) has a larger impact on climate price paths than other damage functions.

An alternative way of viewing this result is that the risk landscape of climate change is dominated

by the risk of climate change slowing economic growth, a phenomenon captured by the statistically

estimated damage function. Our findings therefore support the view that the risk of climate change

slowing economic growth warrants stringent mitigation strategies [71].

3.2 Alternative calibrations

3.2.1 “No free lunches” calibration

We re-run our preferred and featured runs using the “no free lunches” MACC and show the results

in Figure 7. With the exception of the 1.5% discount rate result, the “no free lunches” cost curve

does not change the ‘optimal’ price of carbon by a significant amount; the 2020 CO2 price increases by

just $50 in the 2% discount rate case, a 20% increase. It does, however, change the efficiency of the

‘optimal’ price in abating CO2 emissions. For example, the 2% discount rate policy now abates only
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Figure 8: Preferred model runs with “learning by doing” enabled. We show model output
using our preferred 2% discount rate and toggling which MACC we use (‘main’ or “no free lunches”)
with or without “learning by doing.” Note that “learning by doing” is enabled if φ1 = 1.5%; no “learning
by doing” corresponds to φ1 = 0%. All other parameters are the same as in our main specification.
Panels are ordered as in Figure 5.

70% of emissions (as opposed to ∼ 85% in the main specification). This emissions pathway fails to

meet the 1.5 ◦C warming target set in the Paris agreement, reaching ∼ 1.7 ◦C warming by 2100 and

∼ 1.9 ◦C warming by 2200, but still maintains less than 2 ◦C warming. This shows that even if the

cost of abatement is considerably higher than the IPCC foretells, keeping total warming “well below”

2 ◦C is still ‘optimal’ within CAP6 when a 2% discount rate is used.

Running CAP6 with the “no free lunches” calibration and a 2.5% or 3% discount rates show similar

results as the 2% rate: similar ‘optimal’ costs of carbon that correspond to less abatement, more

warming, more damages, and higher CO2 concentrations. In this case, however, we find that using a

2.5% or 3% discount rate exceeds 2 ◦C warming in 2100, thus exceeding the upper bound of allowable

warming established in the Paris agreement. This shows that if abatement turns out to be more costly

than we expect – owing to the “energy paradox” [48, 3], for example – then using a higher discount rate

in climate policy makes the world’s ability of achieving the warming targets in the Paris agreement far

more tenuous.

The only exception to the pattern above – similar costs leading to less abatement and more warming –

is the 1.5% discount rate policy, which still abates nearly 100% of emissions in the near term. This can

be explained by this agent having a remarkably low risk tolerance, and therefore sacrifices considerable

consumption to minimize both experienced and potential future damages owing to climate change.
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3.2.2 “Learning by doing” demonstration

We run CAP6 with “learning by doing” (i.e., endogenous technological growth) included for both our

main specification and “no free lunches” MACC in Figure 8. Note we use a 2% discount rate for

each curve in Figure 8 and all other calibration parameters are the same as in our ‘main specification’

runs above. We find that including “learning by doing” does not change the present-day carbon price

significantly for either MACC, but it does lower the overall cost burden of the ‘optimal’ abatement

policy (i.e., the integrated cost over time). This is owed to prices declining faster as consumption is

spent on mitigation, thus enabling more abatement in the near-term for cheaper costs. Furthermore,

enabling “learning by doing” lowers the expected ‘optimal’ warming by ∼ 0.05 ◦C in 2100 for both

MACCs. For the ‘main specification’ MACC, warming in 2200 is lower by ∼ 0.1 ◦C, whereas for the

“no free lunches” MACC 2200 warming is lower by ∼ 0.12 ◦C.

A notable result from this exercise is that by including “learning by doing,” the 2% discount rate pol-

icy with our ‘main specification’ cost curve stays below the 1.5 ◦C warming target in 2200; recall this

threshold was exceeded when “learning by doing” was excluded. Hence, we can expect that the feasi-

bility of reaching the warming targets set forth in Paris are highly sensitive to such calibration choices;

given that the rate of overall endogenous technological change is difficult to calibrate empirically, this

represents a source of uncertainty in policy projections.

3.3 Ensemble model analysis

We probe the influence of uncertainty in model parameters on CO2 price paths, temperature change,

CO2 concentrations, and economic damages incurred in our ensemble runs, shown in Figure 9. We find

that CO2 price paths decline over time, regardless of socio-economic specification. This is because, re-

gardless of the exogenous emissions baseline we assume, significant climate damages are always possible

owing to uncertainties in climate damage functions and TCRE. Therefore, agents mitigate emissions in

the near term to rule out the catastrophic futures as they are responding to qualitatively similar risk

landscapes, albeit with different absolute levels of the risk (i.e., the amount of potential damages). The

level of CO2 price varies between baselines because the MACC is baseline dependent (see Eqn. (2.16));

for the same fraction of emissions abated, agents pay different prices depending on the baseline. More-

over, each baseline assumes some amount of mitigation, and CAP6 determines the additional price that

results in an ‘optimal’ level of warming. This leads to lower emissions baselines having lower prices.

Finally, cost variance is highly stratified across baseline, see panel 9F.

Central estimates of temperature, CO2 concentrations, and economic damages, however, do not see

significant differences in central estimates across baselines as was observed in CO2 prices. This owes

to suggested policy in CAP6 being consistent across baselines; the only difference is the price of

implementing said policy. Hence, the “impact variables” of temperature change, CO2 concentrations,

and economic damages are relatively insensitive to baseline choice. This is a notable result, as it implies

CAP6 finds an ‘optimal’ temperature level across emissions baselines. The variance in each, displayed

in panels 9L,R,X, however, are sensitive to the choice in baseline, with high (low, resp.) emissions

scenarios having the highest (lowest, resp.) amount of variance. This can be explained by considering

the consequences of inaction (i.e., high discount rate policies). In a high emissions scenario such as
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Figure 9: Ensemble model results. We plot the median cost (top row, panels A–E), temperature
(second from top, panels G–K), CO2 concentrations (third from top, panels M–Q), and economic
damages (bottom row, panels S–W) from our ensemble model runs. In each panel, the dark (light,
resp.) shaded region represents the 36th–64th (1st–99th, resp.) percentile range, and the solid lines
represent the median time series. In the final column (panels F, L, R, and X) we plot the standard
deviation of each parameter distribution.
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SSP5–8.5, inaction leads to more emissions, and thus warming, atmospheric CO2, and damages, than

in a low emissions scenario such as SSP2–4.5. Hence, the variance in temperature, atmospheric CO2

concentrations, and economic damages are all higher for high emissions scenarios than in low emissions

scenarios.

A final note on the ensemble runs pertains to the level of expected warming, shown in panels 9G–K.

Even after sampling a variety of discount rates, levels of risk aversion, rates technological change, and

emissions baselines, we find that the median amount of expected warming is approximately 2 ◦C in

2100 in each baseline. The uncertainty in such estimates is, again, baseline dependent, but it is rather

remarkable that the expected warming is robustly supportive of the upper bound of acceptable warming

established in the Paris agreement [98] even when considering a range of model calibrations.

3.3.1 Variance decomposition of ensemble results

The significant stratification of uncertainty in our output variables shown in Figure 9 motivates further

study; is it high discount rates that control prices, for example, or rates of technological change?

To this end, we perform a regression analysis of CO2 price, temperature, CO2 concentrations, and

economic damages at every point in time against parameter values, and plot the fraction of total r2

attributable to each parameter in Figure 10 (see Appendix B for details on our regression technique

and the Supplementary Information for supporting figures).

For prices, we find that the discount rate (i.e., EIS and PRTP) dominate uncertainty in the near

term (i.e., prior to 2100). This owes to these parameters dictating individual attitudes towards time-

related risk and discounting. In early periods of the model, climate damages are highly uncertain

(see Figure 1). Therefore, any abatement action that is taken is with the intent to rule out the most

catastrophic outcomes and secure future wellbeing; the extent to which individuals respond to this

threat of catastrophe is governed by EIS and PRTP, thus determining the level of early mitigation

action and driving costs. On longer timescales (past 2100), climate damages have been more distinctly

realized, and the number of possible futures have narrowed. Individuals must come to grips with their

damaged future, and generally begin investing more stringently in emissions abatement. This comes

at a cost, a cost that is higher if they haven’t invested in mitigation in earlier decision periods (see

Eqn. (2.16)). This uniformity of abatement action explains why technological growth rates dominate

prices in the long term; once all individuals decide to solve the problem of climate change, the price of

doing so is determined by how much cheaper abatement technologies have become in the time it took

to reach this decision. In particular, high prices in late periods are almost entirely attributable to low

rates of technological change (which, thankfully, seem increasingly unlikely as time progresses [44, 102,

49, 90, 79, 54, 34]). These findings are robust for every SSP we considered.

For temperature, CO2 concentrations, and economic damages, however, a different story emerges. The

influence of EIS and PRTP is pronounced for much longer than in the case of CO2 prices. This owes to

inactivity early on leading to long-term consequences in the form of temperature rise, more CO2 in the

atmosphere, and economic damage that cannot simply be fixed by more spending on abatement. Indeed,

while technological change can certainly halt any further increase in global mean surface temperature,

for example, it cannot undo past malfeasance (in the absence of significant negative emissions or solar
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Figure 10: Variance attribution. In each row, we plot the fraction of total variance (calculated
as total r2) attributable to each model parameter for carbon prices (top row, panels A–E), tempera-
ture (second row, panels F–J), CO2 concentrations (third row, panels K–O), and economic damages
(bottom row, panels P–T). Each column represents a different SSP. Note that cost variance (top row)
begins in 2020 whereas temperature, CO2 concentrations, and economic damages (bottom three rows)
begin in 2030, as the model is initialized with the same climate conditions and no damages incurred,
leading to zero variance in 2020 for the latter three variables.
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geoengineering [46, 36, 67], an important qualification to this conclusion). Hence, EIS and PRTP

have a much more pronounced influence on far-distant temperature rise, atmospheric CO2 levels, and

economic damages than in the case of CO2 prices.

Interestingly, Figure 10 shows that agent RA (i.e., the value of ψ) is irrelevant for carbon price,

temperature, CO2 concentrations, or damage uncertainty. (This is not to say that RA has no impact

on price levels, as increasing (decreasing, resp.) RA does slightly raise (lower, resp.) near term prices

(see the Supplementary Information).) This is a surprising, though not necessarily new, result [2]; given

the inherently probabilistic nature of climate change, and the very real possibility of catastrophe [55],

it stands to reason that individual aversion to risk would play a major role in CO2 abatement policy.

There are two potential explanations for this finding. The first is related to our MACC being totally

unambiguous throughout time. This implies that an agent always understands that he can solve the

problem of climate change, for some amount of money, and just chooses not to, depending on his

preference towards sacrificing consumption (i.e., his EIS). This implies that solving climate change in

the context of CAP6 is a matter of optimizing when to dedicate available resources to abatement,

which is why prices are strongly tied to discounting parameters (EIS and PRTP) rather than RA. Put

differently, the risk landscape presented in CAP6 is incomplete; not only should risk associated with

damages factor into decision making, but also the risk of a lack of technological ability should also be

considered, and is not currently in CAP6.

A second explanation for risk aversion (in the Epstein-Zin sense of risk aversion across states of nature,

captured by ψ) being of little importance for long-term climate policy is that, owing to the large

residence time of CO2 in the atmosphere and the large time horizons for incurring economic damages,

the impact of risk aversion with respect to time swamps the impact of risk aversion across states of

nature. Indeed, the results of Figure 10 provide resounding support for this theory: risk aversion across

states of time (captured by EIS) completely drown out the influence of risk across states of nature (as

captured by RA). More work is needed to fully understand how — if at all — risk aversion across states

of nature is relevant for climate policy, and how it would alter the results we have presented here.

4 Discussion

4.1 Key findings

O
ur work builds on three decades of work in the climate-economic literature, merging it with insights

from the financial modeling literature that have largely been developed in parallel [60]. Equally

important, the Carbon Asset Pricing model – AR6 (CAP6) is fully up-to-date with the findings of the

IPCC’s latest assessment report, AR6 [42, 43, 44]. CO2 emissions are mapped to temperature via a

transient climate response to emissions approach, damage functions are sampled through a variety of

estimation techniques, marginal damages from climate tipping points are included, and our marginal

abatement cost curve is calibrated to empirical data. We calibrate CAP6 to recent empirical work on

the US bond market [99], using a 2% discount rate as our preferred rate [75].

We find that the policies derived from the preferred calibration of CAP6 support stringent mitigation of

CO2 emissions (∼ 85% abatement in the long term, see Figure 5). The cost of carbon is high in the near
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term and declines over time, as mitigation technology becomes increasingly affordable. Furthermore,

the implied expected warming level is below the 1.5 ◦C warming in 2100 target set forth in the Paris

agreement. To our knowledge, this is the first study that provides economic support for the warming

targets set forth in Paris without any additional normative calibrations or judgements.

The stringent mitigation policy suggested in the preferred run of CAP6 can be traced back to risk

associated with climate change slowing economic growth, thus leading to high damages in the long term

(see Figure 6). This corroborates other work that the risk of slowed growth should lead to strict CO2

abatement policies [71]. For sufficiently low discount rates, however, we find that individual preferences

trump the details of the damage function, and any degree of damages from climate change are mitigated

against. This showcases not just how individual preferences can influence policy choices, but also how

they can supersede the details of the model components to dominate policy recommendations.

In addition to our ‘main specification,’ we provide two alternative calibrations of CAP6. First, we run

CAP6 assuming the cost of abating CO2 emissions is much higher than AR6 estimates (coining this the

“no free lunches” calibration), and show the results in Figure 7. We find that even when assuming the

cost of abating CO2 is much higher than the data presented in the AR6 – perhaps owing to the “energy

paradox” [48, 3] – using a 2% discount rate still results in abatement policy with expected ‘optimal’

warming below the 2 ◦C warming maximum in the Paris agreement (∼ 1.7 ◦C in 2100, ∼ 1.8 ◦C in

2200). However, the feasibility of staying beneath the 2 ◦C maximum depends on the discount rate

specified; ‘optimal’ policy associated with the “no free lunches” MACC and a 2.5% or 3% discount rate

exceeds 2 ◦C by 2100, and approaches 2.5 ◦C of warming by 2200. This highlights that if indeed the

cost of abatement is severely underestimated by the IPCC, aggressive emissions mitigation policy (via

a high carbon price) is required to meet the warming targets in the Paris agreement.

The second alternative calibration is with “learning by doing” (i.e., endogenous technological change)

enabled. We find that including this effect results in little change in present-day carbon prices, regard-

less of which MACC we assume (i.e., our ‘main’ MACC or the “no free lunches” MACC). However, we

do find that, in the long-term, “learning by doing” results in lower warming levels, as large up-front

investment made in the early decision periods of CAP6 (as demonstrated by high near-term prices)

lead to lower abatement costs and thus more deployment. Quantitatively, “learning by doing” lowers

2200 warming by ∼ 0.1 ◦C in each MACC we considered, assuming a 2% discount rate.

To understand how the discount rate and technological growth rates influence CAP6 model output,

we sample a range of model parameters in our ensemble runs (see Figure 9). We find that central

estimates of CO2 price are sensitive to the choice of baseline. This owes to our marginal abatement

cost curve being baseline dependent, which in turn modulates the amount of consumption required to

abate the same fraction of emissions in different baselines. Central estimates of temperature change,

CO2 concentrations, and economic damages, on the other hand, are robust to baseline choices, as the

suggested policy in CAP6 is relatively consistent across baselines, thus leading to similar outcomes

in these variables. This finding is notable, as it implies CAP6 captures the differences in mitigation

assumed in each baseline and solves for a robust ‘optimal’ level of warming regardless of the baseline

assumed. Moreover, the median warming in our ensemble runs is approximately 2 ◦C in 2100, providing

yet more support for the warming targets set forth in the Paris agreement.

We find that the uncertainty in CAP6 ensemble output is highly stratified by emissions baseline. We
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decompose output variance and attribute uncertainty to different socio-economic parameters, high-

lighting in particular the time-dependency of parameter influence on output uncertainty (Figure 10).

In particular, we find that prices in the near term are dominated by discounting parameters, while

in the long term, technological growth controls carbon prices. For temperature, CO2 concentrations,

and economic damages, however, we find that discounting parameters influence uncertainty for much

longer than in the case of prices. This can be explained by the result of early inactivity; inactivity

leads to temperature change, increased CO2 in the atmosphere, and economic damage that cannot be

undone by spending more on abatement (in the absence of any significant negative emissions or solar

geoengineering).

Nearly 10 years ago, Lord Nicholas Stern wrote, “presenting the [climate] problem as risk-management

is likely to point strongly towards a policy for a rapid transition to a low-carbon economy” [93].

Our framework takes this view seriously, and, in the final analysis, highlights the wisdom in Stern’s

words. Indeed, by treating CO2 as a risky asset and calculating the ‘optimal’ CO2 price and associated

abatement policy, we find that ‘optimal’ policy limits warming below 2 ◦C even if we are pessimistic

about cost of abatement estimates provided by the IPCC; taking the optimistic view on costs results in a

policy with less than 1.5 ◦C of warming in 2100, in line with the target set forth in the Paris agreement.

Practically speaking, this corresponds to cutting ≳ 60% of CO2 emissions in relatively short order; a

“rapid transition to a low-carbon economy” indeed. Our results therefore flip the conventional view

of climate policy on its head; rather than abating progressively more CO2 emissions as time goes on

(and damages are felt more acutely), our model suggests more stringent early abatement as a ‘hedge’

against the potentially catastrophic damages presented by climate change.

4.2 Limitations and directions for future work

Our work has a number of limitations that open more directions for future work. A major qualification

to our results regards our cost of CO2 abatement. The first major assumption is that abatement tech-

nologies are essentially instantly able to be deployed; we do not capture real-world inertia, represented

in other energy systems IAMs, that cap the rate of decarbonization owing to the delayed availabil-

ity of abatement technologies, stranded assets, limited construction times, and other factors [32, 86].

Moreover, our MACC assumes that the sacrificed consumption to abate CO2 emissions does not feed-

back on other aspects of the economy, such as growth or productivity [38]. The scope of this paper

was to explore the influence climate-related risk assessment and how this influences carbon pricing,

but including the feedback of mitigation policy on growth would be an interesting direction for future

work. These limitations provide important context for the ‘optimality’ of our results; they should

not be over-interpreted to imply that the institution of such a policy would necessarily be the most

economically efficient.

A second route to improve the results discussed here is to allow for stochastic, growth-rate dependent

discounting, which would improve on CAP6’s static discounting assumption. Implementing these mod-

ules into CAP6 would lead to a more accurate economic model and representation of agent attitudes

towards the future. Moreover, this would allow for the known link between damages and growth to be

explicitly established, which generally lowers the estimates of the SCC [75].
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Another improvement is to allow mitigation action to feedback on the emissions baseline, and thus,

agent risk assessment. In the current version, CAP6 is always considering the risk posed by the full

SSP, but in reality, once some amount of emissions are abated, the level of risk should change in turn.

Moreover, if technology in dirty sectors is phased out in favor of renewables, dirty energy at the scale of

the original baseline should be unavailable to agents. This, however, is not the case in CAP6. Agents

always have the option to emit CO2 at the scale of the original baseline; so to speak, they can always

“turn the coal plants back on” for no additional cost. Allowing for this mitigation action-emissions

baseline feedback would improve the work here, and would likely lower cost estimates in the long term,

owing to less risk after abating stringently early on.

A final topic for future work arises out of our variance decomposition (i.e., Figure 10): agent risk

aversion with respect to states of nature has a negligible influence on price, temperature, CO2 concen-

trations, and economic damage uncertainty. Given the inherently uncertain nature of climate change

and its impacts, it is surprising that this dimension of risk aversion would matter so little. More work is

needed to determine if it is indeed the case that risk aversion across states of nature is truly irrelevant

in comparison to risk across time for climate policy, or if the model presented here is simply ill-equipped

to capture its role fully.

A Damage function calibration

We fit the damage function data in the following way. For each damage function, we require that the

concavity of the damage function is preserved, i.e., ∂2D/∂T ′2 ≷ 0, depending on the damage function

being considered. To solve for the damage function coefficients as presented in (2.6), we require knowing

the damages for two data points, generically labeled as (T1,D1) and (T2,D2). Then we can write

D1 = T1(ϖ2T1 +ϖ1), (A.1)

D2 = T2(ϖ2T2 +ϖ1), (A.2)

and, solving the above for ϖ1 and ϖ2, results in

ϖ1 =
D1T

2
2 −D2T

2
1

T2T1(T2 − T1)
, (A.3)

ϖ2 =
D2T1 −D1T2
T2T1(T2 − T1)

. (A.4)

Having established the mean state, we can now introduce uncertainty into (A.3) and (A.4). We do so

by allowing D1 to be uncertain, assigning it a Gaussian distribution D̃1 with mean D̄1 and standard

deviation σD1 . We link this to a distribution ofD2 by invoking the condition ∂2D/∂T ′2 ≷ 0, immediately

resulting in the condition ϖ2 ≷ 0. Using (A.4), we arrive at

D̃2 ≷ D̃1

(
T2
T1

)
. (A.5)

Eqn. (A.5) is generic for any damage function, but our model, we want either a concave up or concave

down damage function. To accomplish this, we include an additional factor Λ > 0 to (A.5) such that
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Table 6: Damage function calibration values. Fitted parameters for the damage function cali-
bration equation (A.6) based on [43] and [20].

Damage function D̄1 [–] σD1 [–] Λ

Statistically estimated [8]

SSP1, mid-century 0.075 0.01 2.5

SSP2, mid-century 0.065 0.01 2.0

SSP3, mid-century 0.062 0.01 2.0

SSP4, mid-century 0.049 0.01 2.5

SSP5, mid-century 0.065 0.01 2.1

SSP1, end-of-century 0.2 0.04 0.87

SSP2, end-of-century 0.195 0.04 0.75

SSP3, end-of-century 0.19 0.04 0.69

SSP4, end-of-century 0.13 0.04 0.82

SSP5, end-of-century 0.155 0.04 0.82

Structurally estimated [89, 95] 0.027 0.01 2.8

Meta analysis of climate damages [41] 0.063 0.022 3.3

the inequality is ensured, i.e.,

D̃2 = ΛD̃1

(
T2
T1

)
, such that Λ ≷ 1. (A.6)

Therefore, if Λ > 1, we have a concave up damage function, and if Λ < 1, we have a concave down

damage function. Setting T1 = 3 ◦C and T2 = 10 ◦C, we fit values for D̄1, σD1 , and Λ to each set of

damage function data resulting in the values presented in Table 1. See Table 6 for the values of our

calibration coefficients.

B Regression analysis

Regression coefficients in Figure 10 are calculated by fitting a linear regression between each parameter

value and carbon costs. The one exception is technological growth, which is time dependent and given

by

φ := φ0 + φ1Xt. (B.1)

In 2100 and later, technological change is clearly nonlinearly related to carbon costs (see the Supple-

mentary Information). We therefore fit a quadratic to carbon costs as a function of total technological

growth from 2100 on. Costs increase in some cases when technological growth is remarkably high,

owing to the deployment of additional negative emissions technologies.
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1 “No free lunches” calibration

As a sensitivity test of our marginal abatement cost curve (MACC), we increased the cost of each

mitigation option by one cost bracket, eliminating the zero-cost mitigation options (i.e., “free lunch”

options) that the IPCC reports in their WGIII report. The resulting cost figure is in Figure 1.

2 “Infinite cost” calibration

As another sensitivity test of our marginal abatement cost curve (MACC), we cut out the < $0

abatement potential reported by the IPCC WGIII data and fit a curve to the nonzero cost options.

The resulting cost figure is in Figure 2. Note that this marginal abatement cost curve (MACC) results

in costs that are lower than the “no free lunches” calibration. Hence, we do not present Climate Asset

Pricing model – AR6 runs with this cost curve specified, as the results will be simple interpolations

between the main specification results and the “no free lunches” results.

3 Effective TCRE calibration check

In Table 1 we compare the average warming levels using our effective TCRE approach and the weighted

model averages presented by the IPCC in AR6.

4 Supporting figures: Regression analysis

Here we show the supporting figures for the variance attribution we carried out in the main paper.

Figure 3 is the regression of CO2 prices against each parameter value. Figures 4, 5, and 6 are as
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Figure 1: “No free lunches” cost calibration. Panel A shows the mitigation potential and cost for
each methodology given by the IPCC using their WGIII data after adjusting for the “no free lunches”
calibration. Blue bars represent the $0 -$20 range, yellow is $20-$50, orange is $50-$100, red is $100-
$200, and maroon is our new cost bracket $400. Our curve fit is in grey. Panel B shows the fitted
marginal abatement cost curves and Panel C shows the total cost to society. In panels B–C, solid lines
correspond to 2030, while dashed lines are cost curves in 2100, assuming an exogenous technological
growth rate of 1.5% and no endogenous technological growth.
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Figure 2: “Infinite cost” calibration. Panel A shows the mitigation potential and cost for each
methodology given by the IPCC using their WGIII data after adjusting for the “infinite cost” calibra-
tion. Yellow bars are the $0-$20 range, orange is $20-$50, red is $50-$100, and maroon is $100-$200.
Our curve fit is in grey. Panel B shows the fitted marginal abatement cost curves and Panel C shows
the total cost to society. In panels B–C, solid lines correspond to 2030, while dashed lines are cost
curves in 2100, assuming an exogenous technological growth rate of 1.5% and no endogenous techno-
logical growth.

3



Table 1: Effective TCRE comparison to AR6. Shown are the central estimate and the 5%-95%
range of warming levels in three time periods, for three emissions baselines, using our effective TCRE
approach and what is reported by the IPCC in their Table 4.5.

Time period Effective TCRE range (◦C) AR6 range (◦C)

SSP2–4.5

Near-term: 2021–2040 1.5 (1.3 to 1.6) 1.5 (1.2 to 1.8)

Mid-term: 2041–2060 1.9 (1.5 to 2.4) 2.0 (1.6 to 2.5)

Long-term: 2081–2100 2.6 (1.7 to 3.5) 2.7 (2.1 to 3.5)

SSP3–7.0

Near-term: 2021–2040 1.5 (1.3 to 1.7) 1.5 (1.2 to 1.8)

Mid-term: 2041–2060 2.1 (1.6 to 2.7) 2.1 (1.7 to 2.6)

Long-term: 2081–2100 3.6 (2.1 to 5.1) 3.6 (2.8 to 4.6)

SSP5–8.5

Near-term: 2021–2040 1.5 (1.3 to 1.7) 1.6 (1.3 to 1.9)

Mid-term: 2041–2060 2.3 (1.6 to 2.9) 2.4 (1.9 to 3.0)

Long-term: 2081–2100 4.6 (2.4 to 6.8) 4.4 (3.3 to 5.7)

Figure 3 but for global mean surface temperature change, CO2 concentrations, and economic damages,

respectively.

5 Impact of Epstein-Zin risk aversion on prices

Shown in Figure 7 is the influence of changing the Epstein-Zin risk aversion parameter, ψ, on CO2

prices. Some near-term differences are seen, but overall, the value of ψ has very little influence on the

price of CO2.
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Figure 3: Cost of carbon regression plots. In each row, we plot the regression of each parameter
against carbon costs in that period. r2 values are given for each regression in the legend of each panel.
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Figure 4: Temperature regression plots. In each row, we plot the regression of each parameter
against temperature in that period. r2 values are given for each regression in the legend of each panel.
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Figure 5: CO2 concentrations regression plots. In each row, we plot the regression of each
parameter against CO2 concentrations in that period. r2 values are given for each regression in the
legend of each panel.

7



Figure 6: Economic damages regression plots. In each row, we plot the regression of each
parameter against economic damages in that period. r2 values are given for each regression in the
legend of each panel.
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Figure 7: Risk aversion impact on price. Shown is the resulting price path for different choices
of risk aversion, holding all other model inputs constant in our preferred calibration.
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