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Abstract

In the paper we analyze determinants of the capital market beta risk in Poland in the monthly
period 1996-2002. The beta risk is measured as a time-varying parameter estimated in a
regression of the Warsaw stock indexes (WIG and WIG20 separately) on major foreign stock
market indexes (DJIA, NASDAQ, DAX and FTSE). The individual monthly beta parameters
time series are computed as structural regression parameters estimated for daily data in
monthly sub-periods in regressions for WIG and WIG20 indexes on individual foreign stock
market indexes. The beta risk is an average of monthly individual beta parameters. We put
forward a hypothesis that the estimated beta risk depends on monetary and real variables
expressing the economic performance of the Polish economy. Hence, we build monetary and
real factors models. As explanatory variables of risk, we examine: income, productivity, trade
balance, budget deficit, interest rate and the zloty exchange rate. The risk factors are
expressed as differentials relative to the world economy for which stands the U.S. economy.
According to Fair and Shiller (1990), we test for relative one-period-ahead predictive
performance of monetary and real factors models of capital market risk in Poland in the
period 1999-2002. We find that monetary variables as exchange rate and interest rate have
relatively more power than real variables in explaining the beta market risk in Poland.
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Introduction

Globalization d world's markets and markets of Central and Eastern courtries (CEEC) had a
considerable influence on their integration. Most of financial dedsiorrmaking in international
setting needs to apply a framework of estimating a courtry-level risk. This approadh is particularly
important in an asesgnent of investment projeds, bah patfolio and foreign dred, on emerging
markets (see eg. Godfrey and Espinasa, 1996. CEEC financial markets re-emerged in 199G with
the alvent of transition from a planned to a market econamy. The new markets becane avery
important fador of the eonamy restructure and dayed a prominent role in the process of
privatization.

In Poland the Warsaw Stock Exchange (WSE) was opened in April, 1991. Initially, only five
companies were listed with trade once aweek during the first year of operating the WSE. The
situation changed dramaticdly over twelve years of transition and orgoing processof globalization
and integration d world's cgpital markets. At the end d 2002, stocks of more than 200companies
were listed with a caitalization d over 110 Bn PLN (ca. 28 dn U.S. ddlars). In the development
of capital market in Poland a aucia role was played by a privatization process inflow of foreign
dired investment, development of banking industry, investment funds, and an adive role of
insurance mmpanies and pension funds. The processof capital market integration in Poland will be
further strengthened by the acesson o Poland into the EU.

In this paper we am at studying macroeconamic factors influencing the caital market risk in
Poland. We develop an econamic model of courtry beta model risk and search for monetary and
red fadors that influence aset returns in Poland. Risk is one of fundamental fadors that are
considered while making assessment of investment projects. There is a large body of literature on
examining risk at the wurtry level both for developed and developing courtries. Many econamists
explore the aea of betarisk determinants from the pdliti cd, econamic, and financial point of view.

Below we give an overview of recent empirical developmentsin the literature.

We start with a brief overview of pdliticd risk influence on ast returns. A comprehensive study
has been proposed by Diamonte d al. (1996 who have shown an influentia role of pdliticd risk on
stock returns in emerging and developed markets. They documented a wnvergencein pditicd risk
aaosscourtries and foundthat changes to pditi cd risk were more influential on emerging market



returns than on dveloped market returns. While this role of pdliticd risk in emerging markets is
more pronourced, Diamonte & al. concluded that if global pdliticad risk continue to converge, the
eff ects differential between emerging and developed markets may narrow. As a result it shows that
maaoeconamic factors do kecome more influential as far as courtry risk is concerned. Another
look at influence of pdliticd risk on asset returns has been given by De Haan et a. (1997). They
estimated a probit model of country risk, measured as a chance of debt rescheduling, and found
little suppat for pdliticd risk to influence the courntry risk measure but not the influence of
eoonamic variables. Consistently with aliterature, De Haan et al. suggested that changesto pditi cd
situation are dready discourted in macroeconamic aggregates. An influence of a broad range of
different risk measures, bah pditicd and econamic, on expeded asst returns has been aso
investigated by Erb et a. (199%). They found that risk indexes are highly correlated with
fundamental financial attributes and that financial risk variables are more pronourced in explaining
future expeded as=t returns than pditicd risk measures. According to Erb et a., impad of
eoonamic and financial risk is most strongly evidenced in the developed markets, while pdliti ca

risk measure helps to some extent in explaining asst returns in emerging equity markets.

Ancther stream of studies is focused onemnamic fadors of capital market risk. Chang and Pinegar
(1987 documented, in acordance with Fama (1981) and Geske and Roll (1983, a negative
relationship between stock returns and inflation which varies systematicdly with seaurities risk.
This eff ect becomes more negative, the higher increase of securities risk. Another example is Erb et
al. (1994. They modelled correlations between equity markets of G-7 courtries as functions of
financial variables and foundthat the crrelations are influenced by the businesscycle. They also
foundthat the crrelations were higher when courtries were in a common recesson, than during
recoveries and when courtries were out of businesscycles phase. The wrrelations, according to Erb
et a., are not symmetric, i.e. they are much higher when markets downgrade. Cho and Rajan
(1997 based their analysis on APT model, initiated ariginaly by Ross (1976 and further
augmented with maaoemnamic variables by Chen et a. (1986. The model included an exchange
rate risk as a factor under the assumptions that exchange rate dianges are nat purely monetary
phenomenon and that they influence &<t returns due to various red factors influencing deviations
from purchasing power parity. Choi and Rajan have found bah a paositive and a negative impad of
exchange rate risk on ast returns in seven major courtries excluding the U.S. Groenewold and
Fraser (1997), similarly to Cho and Rajan, have tested the macro-factor APT model. They



evidenced an influence of short-term interest rate, the inflation rate and the money growth rate on
seaurities returns in Australia. They documented that the APT model is superior to the most widely
used CAPM modd (originated by Sharpe, 1964) in within-sample tests but the models perform
poarly out of sample. In their model variables sich as exchange rates, balance of payments, ouput
or employment had less sgnificant impad on asset returns. Brooks et al. (1997 examined the
stability of market model betas of U.S. banking industry stocks. They focused on beta stabili ty
within the framework of different stages of the banking regulatory process Brooks et al. have found
that regulatory changes influence the stability of beta risk of banks. They aso found a similar
pattern for non-banks suggesting that the impad on the banking industry is driving the rest of the
eoonamy. Bradker and Koch (199) discussed empiricaly evolution d globa cegpital market
integration within the framework of changing structure of correlation matrix of returns across
national equity markets. They modelled pdential maaoemnamic determinants of the estimated
correlation structure and employed the empirical model to generate out-of-sample forecasts
compared to nontheoretical models. They indicated significant changes in the @rrelation matrix of
returns both in the short and long run which gives insight to mixed evidence on the stabili ty of the
correlation structure. They aso applied Dickey-Fuller tests on correlation time series and foundthat
amost all time series contain no unt roct. Bradker and Koch have foundtheir econamic model to
be superior to nontheoreticd models as measured by forecast performance They evidenced that
e.g. exchange rate volatility, term structure differentials and rea interest differentials across
courtries have adampening effed on correlation structure. Gangemi et al. (2000 developed an
econamic model of the courntry betarisk in the Australian context. They modell ed courtry betas as
afunction d macroeconamic variables. The set of variables in their study have been determined in
a similar manner as those in e.g. Abell and Krueger, 1989 Bekaert et al., 1996 Erb et al., 1996
Groenewold and Fraser, 1997.The outcome of the paper by Gangemi et d. is that only the trade-
weighted exchange rate index had a significant influence on courtry betas and asset returns. Their
results suggested that an appredation d the home aurrency has a positive impad on the courtry
beta in Australia and that external shocks play an important role in maaoeconamic performance
We dso pant out the work by Goldberg and Veitch (2002 who developed an econamic model of
courtry betarisk in the ase of Argentinain the spirit of work by Gangemi et al. (2000 and Erb et
a. (1996. They studied the importance of contagion effects of trading partners exchange rate risk
on the beta risk of the murtry operating under a fixed exchange rate regime. They have foundthat



the only econamic variables that matter for variations in courtry beta of Argentina ae exchange

rates of itstrading partners, i.e. Brazil and Mexico.

As we have presented in the literature overview, in empirica research many risk fadors of stock
returns can be specified, e.g. pditicd, financial, and econamic, as well as different risk measures of
financial assts can be gplied, e.g. variance, semi-variance of returns or condtional variance in
GARCH models. The betarisk is an aternative measure of risk.

The am of our paper, motivated by the literature, was to assessthe risk of capital market in Poland
within a framework of the market model of beta risk. Poland is an emerging small open econamy
with strong influences from European and world financial markets. The ongoing transition pocess
from a planned to a market econamy offers more and more stable e@namic environment and
investment oppatunities. The market performance will be further strengthened by the acesson d

Poland into the European Union.

We employ the betarisk in an international setting to cgpture the riskinessof the caital market in
Poland. We obtained explicitly time-varying courtry beta risk measures. We observe time-varying
courtry betas not only in emerging, bu also in developed markets, since econamic factors cgpture

the existence of businesscycles®.

There ae several contributions of our paper. First, we eplicitly estimated time-varying beta
parameters and used the time series of betarisk as a dependent variable in o model. Second, ou
motivation was to use relations of home to foreign variables to cgpture for differentials affeding the
Polish eaconamy. Third, we used a procedure of cheding out-of-sample predictive quality of our
eanamic models to seach for monetary and real fadors affeding the @urtry risk. And finally, we

have gplied the methoddogy to an emerging market as Poland.

We tend to provide amacroecnamic analysis of courtry risk fadors of monetary and real side
origin. The beta risks are regressed on monetary and real variables to test for monetary and red
fadors that partialy influence the caital market risk. The set of maadoecmnamic variables is
generally similar to that used in the literature (see Abell and Krueger, 1989 Bekaert et al. 1996 Erb

% The dfeds of businesscycles on financial risk was sudied by e.g. Fama and French (1989); Ferson and Harvey (1991); McQueen
and Roley (1993; Erb et al. (1994); Jagannathan and Wang (1996).



et al., 1996 Groenewold and Fraser, 1997 Gangemi et al., 200Q. The set of variables included
interest rates, naminal exchange rate, income, productivity, trade balance deficit, and a budget
deficit. The variables potentially influencing the risk are expressed as home variables related to
foreign variables that is smewhat exploratory in neture, given the existing literature. The choice of
set of variables is arbitrary and ou motivation was to select variables that closely represent the
eoonamic performance of the Polish ecmnamy. In this paper we am at extending the existing
literature on country beta risk by applying a procedure of forecasting quality test proposed by Fair
and Shill er (1990 to seach for monetary and real determinants of capital market risk in Poland.

The remainder of the paper is dructured as follows. In Sedion 1, we present a methoddogy of
measurement of courtry beta risk. Sedion 2 includes an empiricd analysis of monetary and red

fadors models of betarisk. Andfinally, in Sedion 3we give oncluding remarks.
1. Country betarisk: a methodology of measurement

In this sction we describe amethoddogy of measurement of the capital market risk in Poland. We
estimate monthly models of risk. We have estimated the beta risk using the market model of beta

risk given as (expressed in changes of logs [ returns):
Alog(y; ) =ay + B;Alog(X ;) +&;, 1
where:

y;- ithindex of the Warsaw Stock Exchange (WSE) (paints),

X;; - jthindex of foreign stock market for i th index of WSE (paints),
g; - error term, &, ~ IN(0,07 ),
1

i ={wiG, wiG20}*,

j={DJI14,NASDAQ, DAX , FTSE}.

4 WIG isthe main index of Warsaw Stock Exchange, and WI1(G20 isan index of 20 higgest companies.



To estimate beta risk we have used daily returns close-to-close on WIG and WIG20 indexes as
well asonforeign indexesin the period January 1, 1996 -December 31, 2002.The sample has been
divided into 84 monthly sub-periods. For each monthly sub-period we have estimated parameters
a; and B; of equation (1). In turn, we obtained eight time seriesof a and 3 parameters, i.e. four
in the cae of returns on index WIG and four in the cae of returns on index WIG20. Then we
focused orly on parameters [ and calculated an average for each monthly sub-period for indexes
WIG and WIG20, respectively. Finaly, we obtained two time series of average monthly point

estimates of parameters By and Bygoo - The beta parameters have been subsequently used as

risk measures of cgpital market in Poland. Below in Table 1 we present descriptive statistics and

Jarque-Bera normality test statistics and ADF unit root test statistics for time series of fy,; and

Bwicao in full sample and sub-samples.

Table 1. Statistics of variables Byy;; and By;o0 - full sample (84 olservations)

Bwic Bwic2o
Average 0.27 0.36
Standard deviation 0.32 0.35
Median 0.26 0.38
Maximum 1.06 1.07
Minimum -0.62 -0.61
Asymmetry 0.13 -0.28
Kurtosis 3.25 3.21
Jarque-Beratest statistic 0.44[prob 0.8Q 1.22[prob 0.54
(A)DF test statistic -4.39 -4.52

Source own cdculations.




Table 2. Statistics of variables By;; and B0 - Sub-sample 1996, M1 — 1999,M1 (37

observations)
Bwic Bwic2o

Average 0.35 0.41
Standard deviation 0.42 0.45
Median 0.39 0.40
Maximum 1.06 1.07
Minimum -0.62 -0.61
Asymmetry -0.35 -0.40
Kurtosis 2.37 2.46
Jarque-Beratest statistic 1.37[prob 0.5Q 1.43[prob 0.49
(A)DF test statistic -5.66 -5.40

Source: own cdculations.

Table 3. Statistics of variables By and By - sub-sample 1999, M2 — 2002,M12 (47

observations)
Bwic Bwic2o

Average 0.20 0.33
Standard deviation 0.18 0.25
Median 0.19 0.37
Maximum 0.62 0.76
Minimum -0.25 -0.36
Asymmetry -0.08 -0.64
Kurtosis 2.59 3.13
Jarque-Beratest statistic 0.38[prob 0.83 3.27[prob 0.19
(A)DF test statistic -3.26 -5.34

Source: own cdculations.




Based ondescriptive statistics of By, and Byg20 . We @nclude that the capital market in Poland
was charaderized by arelatively small beta risk with resped to world capital markets. On average
Bwic was 0.27in afull sample while Byy;5,0, 0.36.This result is consistent with a literature that
emerging markets have lower betas than developed markets’. On average the betas Bw;; and
Bwig>o are positive which gives a positive arrelation d Polish capital market returns with world

cgpital markets.

We can aso ndice that median is close to average in bah cases. We can seethat fj,; has a

paositive wefficient of asymmetry which gives a ‘fat tail” on the right hand side of the distribution.

Inthe cae of By;500 the wefficient of asymmetry is negative which gives a ‘fat tail’ on the left-

hand side of the distribution. We dso have calculated Jarque-Bera normality test statistic (see
Jarque and Bera, 198)). For By, it is equal to (0.440.80)° which means we do nd rged a

hypothesis of normality, while for By, the test statistic is (1.270.54]) where we natice larger

departures from normality but again we do nd reject the null of normality. We dso have foundthat
time-varying betas are stationary in full sample and sub-samples by applying the (A)DF test for unit
roots. We dso have cdculated descriptive statistics in sub-periods in which we have naticed

diff erent behavior of beta series.

Now let us have alook at plots of variables By, and B0 (seeFig. 1). In order to see along

run trend in the data we have smoothed the series by Hodrick-Prescott (HP) filter. We have naticed
that both indexes during 199698 were dharacterized by an upward trend. For this period, the time
trend slope wefficient for By, isequa to 0.0215ndfor B0 to 0.0226 Both coefficients are

statisticdly significant. The time wefficients for both beta series in the years 1999 — 2002nd in a
full sample ae statisticdly insignificant. We conclude that in the first sub-period, i.e. during 199%-
98, the caital market in Poland was charaderized by an increasing risk. We suggest that this
upward trend was aso asociated with the contagion effeds of Asian crisis of 1997 and Russan
crisis of 1998. In the second sub-period, according to HP plot, the tendency reversed and letas
started to dedine. The downward tendency in betas, i.e. dedining risk, can be explained by further

® See eg. Harvey (1995 and Erb et a. (1996) who have shown that emerging markets have lower betas with resped to the world
market portfolio than developed markets.
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development of the capital market and e.g. establishment of Open-end Pension Funds. The Funds
are restricted by law to invest in low risk partfolios. The Funds are investing with a high capital
relatively to the WSE capitali zation and they prevent their portfolios to dovngrade and decreese in
value. In turn, the demand d the Funds prevents the WSE against sharp declines. Ancther fador
explaining a downward trend in risk during 19992002 could be declines in foreign markets, as
evidenced by NASDAQ and DAX. This resulted in capital inflow into emerging markets. In
consequence, we @uld olserve alower readion d Polish indexes that lowered betas and thus the
risk in relation to foreign markets.” A downward shift in betas can be dso asciated with a shift in
exchange rate regime in Poland from a target zone into freefloating after inflation targeting palicy

was annourced by the central bank in 1999and after introduction d the euro.

Figure 1. Plots of original andfiltered variables By, and Byco0

— BETAWIG ---- BETAWIG20 — BETAWIGHP ---- BETAWIG20HP

Source own cdculations.

In Section 2we use the series of By, and By 620 8 measures of courtry beta risk. We propase

models of risk with explanatory variables explaining the monetary and rea effeds of the Polish

eqonamy.

® Respedtive probabiliti es are given in bradkets after test statistics.

" There exists an extensive literature which dacuments that individual stock and portfolio betas are time varying. Thisis evidenced in
e.g. Fabozz and Francis (1978); Sunder (1980); Alexander and Benson (1982); Bos and Newbold (1984); Faff et al. (1992; Brooks
et a. (1992). In the cae of Poland see eg. Wdowinski and Wrzesinski (2003).
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2. Modédling market betarisk with monetary and real economy variables

In this Sedion we present estimation results of modelling beta risk with the use of variables

explaining the behavior of the Polish econamy. We assume that variables By, and By620

depend onmonetary and red econamy variables. As monetary fadors we use interest rates and
exchange rates. As rea fadors we use income, labor productivity, trade balance and budget deficit.
As average betas refled the dependence of the Polish market on foreign markets, we gplied a
modelli ng framework in which we have taken relations of Polish variables to foreign variables. We
have proxied foreign variables by variables reflecting the U.S. econamy. We assumed the foll owing
working hypaotheses regarding the influence of explanatory variables on beta risk. In the cae of
monetary variables, we aumed that an increase of interest rate shoud increase risk as well. We
asumed that an increase of interest rate refleds anticipation d inflation gowth. In the cae of an
emerging market like the Polish ore, growth o inflation is generally negatively perceved by
financial markets as a danger for stable and sustained growth. In emerging econamies or econamies
shifting from a central planning to a market econamy prices are influenced by suppdy shocks and
their changes are not of monetary origin to alarge extent. That is why inflation growth is transferred
to financial markets as a negative signal, i.e. it raises beta risk. With resped to exchange rates we
asume that in the short run devaluation gives rise to exports growth and thus to lowering of trade
balance deficit. Those dfects dominate over price growth due to devauation. In turn, the exchange
rate growth shoud lower beta risk. This influence was evidenced by e.g. Choi and Rgjan (1997);
Bracker and Koch (1999; Gangemi et al. (2000; Goldberg and Veitch (20(2). In the case of red
fadors of risk, we aumed that growth o the trade balance deficit and budget deficit refleds the
deterioration d the competiti venessof the Polish econamy and, in turn, it will i ncrease beta. On the
contrary, income and poductivity growth compared to the world econamy leads to rise in
competiti venessand shoud lower financial risk and stabili ze the caital market.

We have splitted ou monthly sample into two sub-periods, i.e. 1996,M1 —1999,M1 (Sample I)
and 1999,M2 — 2002,M12 (Sample Il) and estimated the models in the sub-periods and in a full
sample. The sub-periods have been selected onthe basis of data analysis given in Section 1where
we analyzed the tendency of By and Bygoo Series. By splitti ng the sample we wanted to chedk
if estimates are robust to the sample dhoice. In Sedion 3we dso forecast beta risk and test out-of-
sample forecasting quality of alternative risk models to determine the fadors, bah naminal and

12



red, most affeding the risk of cgpital market in Poland. Then splitting the sample serves our

forecasting exercise & well.

We have determined many factors potentialy influencing the beta risk. Initially broad specificaion
of monetary and red models including foreign exchange rates, inflation, uremployment, and wages
has been empiricdly tested and thus narrowed. We have seleded the models that are preferred by
their ecnamic and statisticd performance In Tables 4 and 5we present a summary of estimation
results. The estimated models and data used are given in Appendix. In Table 4 we present results of

monetary modelsfor By and Byigao -

Table4. Modelsof By;; and By,;20 for monetary variables

Monetary model (M)
WIG

intercept interest _exchange S. IJB DW BG ARCH White Chow (A)DF R’(adj.) TP  sample obs. equation forecasting
rate rate model

0,50 0,44 -0,10 0.39 0,88 1.67 0,%1 2,14 3,15 1,30 625 0.6 53.8% 1996, M05 33 I

6,10 1,33 -2,38 0,64 058 014 068 030 1999, M01

-0,05 0,02 -0,01 0.18 0,48 1.98 0,05 0,18 2,62 0,59 718 008 45.7% 1999, M02 47 5

-0,33 1,79 1,44 0,79 082 067 076 095 2002, M12

005 0,02 -0,03 0.30 l,?8 .64 1,62 0,05 847 030 454 008 50.8% 1996, M0S 30 3 M
0,55 2,19 -2,24 0,53 020 082 013 100 2002, M12

WIG20

-0,?2 0,05 -0,09 0.43 0,60 1.63 0,?8 1,71 3,76 0,84 615 010 542% 1996, M05 33 4

-0,53 1,41 -1,91 0,74 054 0,19 0,58 0,62 1999, MO1

-0,1_6 0,05 -0,02 022 2,21 1.96 O:Of‘ 3,28 4:7f‘ 0,37 715 019 42.9% 1999, M02 47 5

-0,95 311 -1,99 0,33 0,85 007 045 099 2002, M12

- 1 M

0,42 0,21 0,03 0.32 0,94 1.72 1,3_1 0,27 3,2_9 0,47 762 008 533% 996, M06 79 6 M
10,90 2,08 -2,07 0,62 025 060 065 099 2002, M12

With italics we have denoted t-statistics with regard to estimates and respedive probabiliti es with resped to test
gtatistics as Jarque-Bera normality of residuals test (JB), Breusch-Godfrey serial correlation test (BG), conditional
heteroscedasticity test (ARCH), White' s test for heteroscedasticity (White), Chow stabili ty test (Chow). The DW stands
for Durbin-Watson test statistic, (A)DF for Dickey-Fuller unit root test, TP for turning points test statistic. The
regresson (3) was run with White' s heteroscedasticity adjustment.

Source: own cdculations.

Our preferred models of betarisk from econamic and statisticd point of view both for index WIG
and WIG20 are those with interest rates and exchange rate PLN/USS$. The results show that in the
case of By within Sample | (see &so equation 1in Appendix) a moderate role was played by a

difference of medium- and short-term interest rates. The difference of interest rates dands for risk
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premium and inflation expedations. As expeded, the influence of interest rates was pasitive. A
similar influence of interest rates we can naicein Sample Il andin afull sample. We can, however,
natice that the role of inflation expedations deaeased with the alvent of the period belonging to
Sample Il (see gjuations 2 and 3). In the end, we observed an impact of interest rates and not aterm

structure of interest rates. A different picture draws when looking at By, mode estimates. The

index WIG20 reflects price behavior of 20 bggest joint stock companies. We aume that prices
and returns on stocks of thase cmpanies are more determined by fundamentals than by capital

flows and speaulation. The market for WIG20 is aso more liquid. With resped to B0 We

observe an increasing role of inflation expedations in determining the beta risk (see dso equations
4, 5and 6). Results in Table 4 show that interest rate differential had a relatively strong impad on

Bwig>o bahin Sample |l andin afull sample & measured by significance of respedive estimates.

We mnclude that monetary pdlicy, given its inflation-targeting behavior, and inflation expedations
driven by this pdicy play a more important role with respect to WI1G20 market than to WIG
market. We link this with a more speaul ative behavior of smaller companies contained in the WIG
index. As expeded, an influence of exchange rate PLN/US$ turned out to be negative in bah cases.
This result is consistent with a literature discussed in previous fdions. This effed shoud be
attributed to arole of depreciation in improving the trade balance It is evidenced for developed and
emerging markets that in the short run it can lower the trade balance deficit. In the case of Poland,
however, it iswell documented (see eg. Karadeloglou et al., 200) that in alonger run devaluation
feeds up inflation and the initial rise in competitiveness dies out rather quickly. Policy of
devaluation shoud be in turn confronted with an important role of importsin the cae of Poland, i.e.
curbing imports by devaluation can be detrimental to the eonamy. Taking al this together we can
conclude that contradory monetary padlicy in relation to the world could be an influential beta risk
fador that increased the risk of domestic caital market in the analyzed period.

Based onstatistics, we can seethat our monetary models pass $andard testing, i.e. we do nd rejed
the normality of residuals, autocorrelation is not present, in most cases we do nd deted ARCH
effects and urcondtional heteroscedasticity, and parameters are stable over time. We dso have
cdculated ADF test statistics which show that residuals are stationary. Turning points gatistics®

8 The TP statistic is expressed as the number of matched by a model turns to tendency in a dependent variable to the number of all
turnsto itstendency.
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(TP) are relatively high and denate that generally models follow ca. 50% of changes to tendency in
dependent variables.

Now let us turn to an analysis of red fadors that passbly influence the beta risk in Poland. We

summarized theresultsin Table 5.

Table 5. Modelsof By and Bygo for red variables

Real model (R)
WIG

trade budget forecasting

intercept productivity income S. JB DW BG ARCH White Chow (A)DF R’(adj.) TP sample obs. equation

deficit deficit model
-1,36 -0,03 X 0,10 0,03 033 1,.?>7 173 0,51 0,61 6,60 0,66 342 034 760% 31 7
-2,96 -1,72 X 3,83 1,79 0,50 047 043 0,68 0,77 1996, M07
-0,93 -0,05 -0,05 0,09 X 032 1,17 1.90 0,04 2,02 2,60 1,27 519 039 60.0% 1999, MO1 31 3
-2,63 -2,75 -2,69 3,82 X 0,56 084 015 086 0,33
-0,09 -0,01 X 0,02 0,01 031 0,22 151 4,66 0,03 1537 0,76 420 001 58.1% 78 9 RI
-0,29 -1,40 X 1,29 0,69 0,90 0,03 086 0,08 0,80 1996, M07
0,07 -0,01 -0,0_1 0,01 X 031 0,27 1.54 426 0,12 10,54 0,64 689 002 51.6% 2002, M12 78 10 R2
0,37 -1,43 1,25 1,09 X 0,88 0,04 0,73 031 091

WIG20

-0,94 -0,04 X 0,08 0,04 038 0,31 228 0,65 2,25 5,69 0,62 289 025 69.6% 31 1
-2,05 -1,96 X 3,04 1,79 0,86 042 013 0,77 0,80 1996, M07
-0,81 -0,05 -0,06 0,08 X (34 0,25 2.00 0,02 1,43 7,?9 0,76 559 038 69.6% 1999, MO1 31 12
-2,16 -2,80 -3,16 3,47 X 0,88 0,90 0,23 0,58 0,68
-0,16 -O,(_)2 X 0,03 0,01 034 0,54 1.66 1,84 095 575 0,64 767 006 50.8% 30 13 RI
-0,67 -1,57 X 2,19 1,37 0,76 017 0,33 0,76 0,91 1996, M07
0,07 -0,01 -0,02 O,(_)2 X 033 0,74 162 2,76 0,59 9,74 090 224 005 483% 2002, M12 78 14 R2
0,32 -1,48 -1,73 1,54 X 0,69 010 044 037 063

With italics we have denoted t-statistics with regard to estimates and respedive probabiliti es with resped to test
gtatistics as Jarque-Bera normality of residuals test (JB), Breusch-Godfrey serial correlation test (BG), conditional
heteroscedasticity test (ARCH), White' s test for heteroscedasticity (White), Chow stabili ty test (Chow). The DW stands
for Durbin-Watson test statistic, (A)DF for Dickey-Fuller unit root test, TP for turning points test statistic. The
regressons: (9), (10) and (14) were run with White's heteroscedasticity adjustment.

Source: own cdculations.

Again, we report our preferred model of betarisk bath for index WIG and WI1G20, i.e. models with
the following risk fadors: labor productivity, income, trade balance deficit, and budget deficit.
Because of monthly data, income is proxied by industrial production since GDP is nat reported ona
monthly basis. We expressed the trade balance deficit and the budget deficit as relations to income.
As we can easily see, productivity and income have anegative impad on the beta risk, bah for
Bwic and Byiga0 - We onclude that arelative rise in competiti venessof the Polish econamy may
deaease counry betarisk. We can also say that trade pdlicies which dona put much emphasis on

exports growth and expansionary fiscd padlicy are mnducive to growth of risk. The deficits are
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tracal by the market and their increase is perceived as endangering a stable econamic growth. We
could na find stable predictors for Sample 11 only. It is important to ndice that models with real
variables have in general higher ability to detect turns in tendency as evidenced by TP statistic
which reach ca. 6(0%. Based on statistics, we see @ain that our red fador models pass $andard
testing, i.e. we do nd reject the normality of residuals, autocorrelation is not present, in most cases
we do nd detead ARCH effects and urcondtional heteroscedasticity, and parameters are stable over
time. We dso have cdculated ADF test statistics which show that residuals are stationary.

Given ou results, we obtained a puzzle. Both monetary and fiscal padlicies have dired and indirect
impad on the pattern of risk of cgpital market. We shoud ndice that exchange rates, prices,
income, exports, imports which diredly and indiredly influence beta risk are determined by the
eoonamic padicy in Poland. This results in that we could hardly distinguish between purely
monetary and red fadors. A relative explanatory power of variables that we used in ou analysis
will be assessed in the procedure of chedking predictive quality of econametric models. Sedion 3is
devoted to this problem.

3. Checking predictive quality of betarisk models

In this Sedion we will make an assesgnent of predictive quality of models with monetary and red
fadors analyzed in Section 2. We will follow a methoddogy proposed by Fair and Shill er (1990.
Before gplying a formal test, let us siImmarize ex post forecast errors for By, and Byigao
forecasts. Below in Table 6 we present ex post errors calculated for forecasts BW,G ohtained in a

reaursive procedure of one-period-ahead forecasting d beta risks based on peferred monetary (M)
andred (R1 and R2) models. The out-of-sample testing period was 1999,M2 — 2002M12.

Table 6. Ex past errorsfor B,

Index Model MAE RMSE MAPE Theil 1° I,? 1, TP
M 0,18 0,24 308,0% 0,42 5,1% 0.6% 94.4% 48,6%

WIG RI 0,24 0.31 430,1% 0,48 18,0% 1,1% 80.9% 40,0%
R2 0,23 0,30 362,3% 0,48 16,1% 0,9% 83.0% 40,0%

Source: own cdculations.
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As it can be seen, the model with monetary fadors (M) had better forecasting quality than models
with red factors (R1) and (R2). It is evidenced by favorable outcomes based on lower values of
various measures of errors, lowest Thell’s inequality coefficient. As for TP statistic, we obtained
suppative results in the cae of the monetary model. By comparison, within models with red
fadors we obtained better results in the case of model (R2). Below in Table 7 we present forecast

errorsfor BW[Gzo .

Table 7. Ex post errors for ﬁchzo

Index Model MAE RMSE MAPE Theil 1° I,? 1, TP
M 0,23 0.30 326,8% 0,33 8,7% 0,0% 91.3% 48,6%

WIG20 RI 0,25 0.33 429,5% 0,38 9,9% 7.4% 82.7% 54,3%
R2 0,26 0,35 384,3% 0,40 5,0% 1,2% 93.9% 34,3%

Source own cdculations.

As we can seeg forecasts of By;5,0 generated by the model with monetary fadors this time dso

turned ou to be more accurate than forecasts generated by models with red factors. This accuracy
IS superior to the red fadors models except for TP statistic as the model (R1) is best of al in
matching changes to tendency in the risk variable. In general, however, red models perform worse

than the monetary model.

For the purpose of quality assessment of forecasts generated by models of beta market risk we have
applied aformal test proposed by Fair and Shill er (1990). Hence, we have estimated the foll owing
equation:

Y=V =4 +a1(t—1j>lt = Yi) +a2(t—1j>2t =Y tu, 2

where ,_, ,, denotes forecasts of y, generated by the model 1, i.e. the model with monetary fadors

based oninformation avail able up to the moment ¢ —1 with the use of reaursive estimation for each

period ¢. The predictor ,_, »,, denotes forecasts generated accordingly by the model 2, i.e. the

model with red factors, model (R1) or (R2) respedively, while u isan error term, u ~ [N(O,ai) .

If neither model 1 nor model 2 contain any relevant information in terms of forecasts quality for

variable y in period ¢, the estimates of ¢, and a, will be statisticdly insignificant. If both models
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generate forecasts that contain independent information, the estimates of ¢, and a, shoud bah be
statisticdly significant. If both models contain information bu information contained in forecasts
generated by model 2 is completely contained in forecasts generated by model 1 and furthermore
model 1 contains additional relevant information, the estimate of a, will be statisticdly significant

whil e the estimate of a, statisticaly insignificant. If bath forecasts contain the same information,

they are perfedly correlated and the estimation o parameters of (2) isnaot possble.

Now let us turn to applying a formal test of checking predictive quality of models (M), (R1) and
(R2). Based onthe models we have obtained in arecursive estimation ore-period-ahead forecasts of
beta risk. The forecasts are quasi exante forecasts as for the period ¢ we have used all i nformation
available up to the period r — 1. Furthermore, since forecasting models contain lagged explanatory
variables, we did na have to forecast their values at time ¢ to doex ante forecasts of betarisk. In
our analysis, asinitia estimation sample, we have assumed the sample during 1996,M1-1999,M1.
Then for the period 1999,M2-2002,M12 (47 olservations) we have cdculated ore-period-ahead
guasi ex ante forecasts based on forecasting models of beta risk adding one observation at a time
and estimating the model after forecasts at time ¢ were calculated. The forecasts were based on
models denated as (M), (R1) and (R2) (see Tables 4 and 5and Appendix). Below in Table 8 we

present estimation results of equation (2) for By -

Table 8. Estimation results of predictive quality model of Sy, forecasts

WIG
model model model Wald Wald

. S . 2 . )
intercept M R1 R2 e JB DW BG ARCH White ™M) (R) R” (adj.) TP sample  obs
-0,06 0,63 0,15 X 0,23 4,53 2,06 1,81 0,46 9,81 5,01 041 033 75.7%

-1,61 224 0,64 X 0,10 018 050 008 003 052 1999, M02 47
-0,06 0,62 X 0,15 0,23 3,77 2,09 2,03 0,71 13,51 3,98 0,31 033 73.0% 2002, M12
-1,57 2,00 X 0,56 0,15 0,15 0,40 0,02 0,05 0,58

With italics we have denoted t-statistics with regard to estimates and respedive probabiliti es with resped to test
dtatistics as Jarque-Bera normality of residuals test (JB), Breusch-Godfrey serial correlation test (BG), conditional
heteroscedasticity test (ARCH), White's test for heteroscedasticity (White), Wald coefficient restrictions test (Wald).
The DW stands for Durbin-Watson test statistic, TP for turning points test statistic. The regressons were run with
White's heteroscedasticity adjustment.

Source own cdculations.
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The results sow that generally forecasts generated by model (M) contain more relevant
information than forecasts generated by models (R1) or (R2). We infer on the basis of t-statistics
which say that coefficients by one-period-ahead quasi ex ante forecasts obtained in monetary
models (M) are significant and coefficients by forecasts obtained in red models (R1) or (R2) are
insignificant. The results are that information contained in forecasts by models (R1) or (R2) is
completely contained in forecasts by model (M) and that model (M) contains additional

information. We conclude that for betarisk fy,; monetary factors as interest rates and exchange

rate PLN/US$ were more influential than real fadors as productivity, income, trade balance deficit
and budgt deficit as far as predictive quality of models is concerned. We have run Wald coefficient
restrictions test assuming that a cefficient by model predictions equals to zero. The Wald test
statistics sy that we shoud regjed the null in the case of model (M) and shoud nd rejed the null in
the cae of models (R1) or (R2). This says that only monetary fadors influence the beta risk which
makes forecasts more informative. The anclusions are onsistent with those based on analysis of

expost errors.

Estimation results of equation (2) for betarisk By;52¢ areslightly different and we present them in
Table 9.

Table 9. Estimation results of predictive quality model of By;5,0 forecasts

WIG20
model model model Wald Wald

. S . 2 . )
intercept R1 R2 . JB DW BG ARCH White ™M (R) R (adj.) TP sample  obs
-0,08 0,51 0,31 X026 2,26 1.91 0,35 0,38 4,37 14,05 4,43 0.41  84.6%

2,06 375 211 X 0,32 055 054 050 000 0,04 1999, M02 47
-0,07 0,56 X 0,21 0.26 1,76 2.11 2,10 0,22 6,64 12,54 2,32 038  84.6% 2002, M12
-1,76 3,54 X 1,52 0,42 0,15 0,64 0,25 0,00 0,13

With italics we have denoted t-statistics with regard to estimates and respedive probabiliti es with resped to test
gtatistics as Jarque-Bera normality of residuals test (JB), Breusch-Godfrey serial correlation test (BG), conditional
heteroscedasticity test (ARCH), White's test for heteroscedasticity (White), Wald coefficient restrictions test (Wald).
The DW stands for Durbin-Watson test statistic, TP for turning pointstest statistic. The regresson for (M) and (R2) was
runwith White's heteroscedasticity adjustment.

Source: own cdculations.

19



As we can see quasi ex ante forecasts generated by model (M) and model (R1) both contain
relevant information which is indicated by respedive t-statistics. We shoud pay attention to that in
the case of beta risk By520. 1-€. the risk of the biggest companies, real factors as prodctivity,
trade balance deficit and budget deficit, are more influential than in the cae of betarisk By . It
says that investors whil e making an assessment of the capital market performancein the cae of the
biggest companies are mncerned with maao fundamentals which influence econamic growth and
hence influence stock prices. As we can seg onthe base of Wald test, we shoud rejed the null in
the cae of model (M) and model (R1) and shoud na rejed the null in the cae of model (R2). It
saysthat fadors as: interest rates, exchange rate, labor productivity, trade balance deficit and budget

deficit excluding income, are fadors that mostly influence the betarisk B520 -

The statisticd quality of equation (2) estimates both for By, and By 520 1S high. Generaly, we
can conclude that monetary variables as interest rates and exchange rates play a dominant role over

red fadors. The latter become, howvever, more and more influential in the cae of courtry beta risk

in Poland, espedally in the market for big companies.
3. Conclusions

In this paper we have analyzed factors that passbly influence the market beta risk of Poland. We
have estimated parameters of the market model of betarisk in which we have regressed returns on
Polish stock market indexes WIG and WIG20 onworld stock market indexes DJIA, NASDAQ ,
DAX and FTSE on diily close-to-close data. The point estimates obtained in adaily sample within
a month were averaged aaoss al the models. Finally, we have obtained monthly time series of
courtry beta risk measures in 84 olservations. The beta risk variables were put as dependent
variables in models of risk with monetary factors as interest rates and exchange rates and red
fadors as labor productivity, income, trade balance deficit and budget deficit as explanatory
variables. Based onthe monetary and real factors models and onanalysis of ex post forecast errors

and ex ante models of checking predictive quality, we conclude that in the cae of betarisk By,;

monetary variables were more influential than real variables in the period 1996, M1 — 2002,M12.

As far as beta risk By,;500 is concaned, we onclude that both monretary and red fadors

influenced the risk variable. This is to say that red factors are more influential in the cae of the

20



market for the biggest companies (index WI1G20) than for all companies (index WIG ) where short-

term speaulation days more important role than analysis of market fundamentals.

We shoud pant out that the integration d the Polish cgpital market with ather European and world
markets will be further strengthened by the accesson d Poland into the EU. The accesson itself
shoud stabili ze interest rates and exchange rates which is a pre-condition for adoption d the Euro
currency. This is turn, given ou results, shoud stabili ze the caital market in Poland in terms of
asst returns. Further studies houd invalve the structure of the Polish cgpital market, e.g. liquidity
problems and the structure of capital involved, as well as impact of FDI and portfolio investments.
An analysis based on sectora stock indexes shoud give more insight into driving forces of the
cgoital market in Poland.

The methoddogy applied and conclusions based on ou analysis are wnsistent with studies in a
large body of literature devoted to developed and emerging markets, i.e. we dso managed to show
that courtry beta risk of Poland is mostly influenced by financia variables as interest rates and
exchange rates (see eg. Erb at al., 1996 Groenewold and Fraser, 1997 Bracker and Koch, 1999
Gangemi at a., 200Q Goldberg and Veitch, 20@).

Appendix
Results of estimation
A . '* . -*
1 Bwic.s = 0,50 +0,44[(i3,, ;-3 ~13m4-3) ~ Gims—3 ~itmy—3)]1~ 0,10A1og(S,-3)

A . -*
2 Bwi, ==0,05+0,02(i3,,1-5 ~i3n,0-5) ~ 0,01Al0g(S,—3)

A . .*
3 Bwig,s =0,05+0,02(i3,, 1 = i3,4-1) —0,03A1l0g(S,-3)

A . .*
4 Bwic20.s = 0,32 +0,05(i3,,, ;-3 ~ i3,4-3) — 0,09A10g(S,—3)

5 Buigao, =016 +0,05(i3 -4 = i3s-4) = 0,02810g(S,3)

6 Biwigaos =0.42+0.21[(i3,, -5 = i;m,t—S) ~ (-5 ~ iikm,t—S )] —0,03Alog(S,-3)

7 Biwic., =—1.36 - 0,03[Alog(V;—s) — Alog(V,_5)] + 0,10tb,_3 +0,03g,,

8 Buig, =0.93-0.05Alog(V,—s) ~ Alog(V,=5)] ~ 0.05[A log(¥,—;) = Alog(¥,~1 )] + 0.091b,_4
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9 Biwic. =—0,09 - 0,01[Alog(V,—s) — Alog(V,s)] + 0,02t,_3 +0,01g,,

10 Byig, =0.07-0.01[Alog(V,—5) = Alog(V,=s)] = 0.01[Alog(¥,—3) = Alog(¥;—3)] + 0.011b, 4
11 Byigaos =—0.94—0,04[Alog(V;—s) — Alog(V,_5)] +0,08tb,_4 +0,04g,_3

12 Byigao, =—0.81-0.05Alog(¥,—s5) — Alog(V,—s)] ~ 0.06/Alog(¥,—) — Alog(¥;)] + 0.08¢b,
13 Buigaos =—0,16-0,02[Alog(V;;) — Alog(V,—; )] +0,03th,—4 +0,01g,5

14 Buigao, =0.07-0.01Alog(V,—s) — Alog(V,Zs)] — 0.02[Alog(¥,— ) — Alog(¥,~1)] +0.021b,_4
Description of variables

Bwic, Bwigro — estimates of [ parameters in a market model of courtry beta risk for stock
market indexes WIG and WIG20,
i3, — 3month money market interest rate in Poland (%),

i1,, — Irmonth money market interest rate in Poland (%),
i;m — 3month money market interest rate in U.S. (%),

il*m — 1-month money market interest rate in U.S. (%),

S —exchange rate PLN/USS,
th —relation d trade balance deficit to seasonally adjusted red industrial productionin Poland (%),
g —relation d budget deficit to seasonally adjusted red industrial productionin Poland (%),

V' - labor productivity in Poland (%),
v -labor productivity in U.S. (%),
Y - seasondlly adjusted red industrial production in Poland (%),

Y- seasonally adjusted red industria productionin U.S. (%).
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