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exhaustible resources. 
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1 Introduction

Scientific evaluation of the severity of the threat of climate change has increased the priority

accorded to policies aimed at mitigating carbon emissions. The most prominent develop-

ments toward decarbonization of the global economy are in the area of green energy produc-

tion: the replacement of coal-fired power plants by wind turbines and solar power stations,

as well as the use of biofuels as substitutes for fossil fuels in the transport sector. In many

parts of the world, various policy measures have been introduced in order to push these

developments: among these are the EU-wide energy policy goals, subsidies such as feed-in-

tariffs at national levels, and various regional incentives for the production of green energy.

The inevitable consequence of this decarbonization process is a complete reconstruction of

the entire energy sector.

This reconstruction is not a simple matter. Investment projects in the development of

green energies are not only large scaled and complex ventures, but also of a very long term

nature; and there are still various challenges that need to be met. For example, in the field

of fuel development, increasing the use of biofuels is beset by many problems of food security

and sustainability, as well as technological constraints. In short, the decarbonization process

is limited in many respects and green energy cannot be used to the extent that many would

wish. In consequence, conventional fuels continue to be predominant. Strangely, however,

even though, in addition to the above-mentioned problems, biofuels are not competitive, we

observe that they are used simultaneously with conventional fuel types. These two features

- implementation difficulties and simultaneous use of resources with different costs - are also

apparent in the context of renewable-source electricity. Transforming existing electricity

transmission networks is extremely expensive, as is the provision of sufficient storage facili-

ties for renewable-source electricity. But again, even though green electricity is considerably

more expensive than conventional sources - the costs for producing wind and solar power

being much greater than the costs of producing conventional thermal electricity - both types

of electricity are being generated and used simultaneously.

Although these two facts - green energy is capacity-constrained and it is used simulta-

neously with conventional energy - are obvious, they are not adequately considered in the

evaluation of climate policies. The aim of this paper is to remedy this by using an extended

Hotelling resource extraction model with a capacity-constrained backstop technology in order

to analyze the effects of green policies. The effects of different policy measures on emission

paths as well as their social consequences are studied both analytically and numerically. Our
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model is formulated to correspond to the concrete oil market example, and our numerical

analysis involves oil market features allowing for an investigation of the use of conventional

oil, unconventional oils, and biofuels. In consequence, this model is able to capture many

empirically relevant problems of the transformation of the energy sector.

Our paper is related to two streams of literature. The first of these is the “green paradox”

literature, which deals with the effects of green policies on the extraction decisions of carbon

resource owners. Sinn’s (2008) paper on this so-called green paradox is highly important

as it sparked enormous research efforts (see, e.g., Gerlagh, 2011, Hoel, 2011, Grafton et al.,

2012, van der Ploeg and Withagen, 2012a, 2012b). In this paper, Sinn considers a scenario

in which owners of carbon resources are confronted with green policies that are expected

to become stricter over time. He shows that this can provide exhaustible resource owners

with an incentive to accelerate rather than postpone the extraction of the carbon resource.

Thus, a well-intended but poorly designed climate policy can have detrimental effects for the

climate. For example, Hoel (2008) shows that if clean energy can be supplied at constant and

positive marginal costs and without a capacity constraint, a policy of committing to subsidize

the production of the clean energy will induce market participants to expect a lower price for

fossil fuels in the future, leading to more extraction of fossil fuels sooner, resulting in the fossil

fuel stock being exhausted sooner and hence producing a green paradox outcome. Thus, in

the Hoel (2008) model, subsidizing clean energy increases carbon emissions (assuming that

the subsidy is not accompanied by other policy measures). In line with Sinn’s argument,

using a model with country heterogeneity, Hoel’s (2011) found that lowering the costs of

producing a substitute for carbon resources or imposing carbon taxes can have undesirable

consequences since, under specified conditions, those policy measures can speed up the use

of the carbon resource producing a green paradox result. The green paradox literature is

vast, but, to our knowledge, there has been no explicit consideration of the possibility of

green paradox outcomes in a framework with capacity-constrained green resources, which is

clearly more realistic. This is somewhat surprising as there is a literature on the order of

resource extraction showing that this kind of constraints can have substantial effects on the

optimal order of exploitations of deposits.1

Indeed, it is this very order of extraction literature that provides the second motivation

for this paper. This stream of literature has its origin in Herfindahl (1967). However, the

original finding that resources with different constant marginal extraction costs are extracted

in strict order from low to high-cost, the so-called Herfindahl rule, has been repeatedly called

1Chakravorty, Tidball and Moreaux (2008) considered the optimal order of exploitations if non-renewable
deposits have different carbon contents. They imposed overall capacity constraints on extractions, but did
not address the issue of the green paradox.
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into question. For example, Kemp and Long (1980) and Amigues et al. (1998) both show, in

a general equilibrium setting, that when the inexhaustible substitute can be supplied only in

constrained amounts, the extraction order deviates from the standard Herfindahl path. The

contribution to the extraction order literature that is most relevant to this paper is Holland

(2003), which finds similar results using a partial equilibrium model. Holland argues, in line

with the resource literature, that resource owners base their extraction decision not only on

marginal extraction costs, but also on the scarcity rent of the resources. The crucial feature

of the model, however, is that some extraction capacities are limited, which has important

implications for the optimal order of resource extraction. In such a situation, energy from the

inexhaustible resource may be used in parallel to and even strictly before some exhaustible

resource stocks that have lower marginal costs. The resulting extraction patterns are similar

to the ones we actually observe.

Based on a reinterpretation of Holland’s (2003) model, we evaluate whether results ob-

tained by Sinn (2008) and Hoel (2008, 2011) also hold in our model with two exhaustible

resources and one capacity-constrained green backstop. We model the backstop technology

in line with Dasgupta and Heal (1974), as a “perfectly durable commodity, which provides

a flow of services at constant rate.”We analyze different scenarios, for example, different

taxation of the exhaustible resources or a marginal expansion of the green capacity, for their

green paradox effects. We find conditions under which a green paradox outcome will arise.

The analysis employs the notions of a “weak green paradox” and a “strong green para-

dox” introduced by Gerlagh (2011) as well as an “overall green paradox” effect. The first

refers to a short-term increase of anthropogenic emissions due to a policy measure, the over-

all green paradox effect refers to an overall increase, and the strong green paradox to an

overall negative welfare effect (increased social damages) compared to the baseline scenario.

Our analytical results are complemented by a numerical welfare analysis, in which we

formulate an explicit social damage function, analyze specific accumulation behavior of the

anthropogenic carbon in the atmosphere, and investigate the situation where various deposits

have different carbon content. Moreover, for the purpose of illustration, we introduce the ex-

ample of an oil market with exhaustible resources being conventional and unconventional oil

and a capacity-constrained green backstop technology. Based on different specifications of a

green paradox, we numerically evaluate the overall welfare effect by looking at the social con-

sequences of the various policy scenarios compared to a base case without policy intervention.

While the strong green paradox is the most important effect for the analysis, the other green
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paradox effects are also worth analyzing since they provide additional insight into market

behavior that will have an impact on the short- and medium-term effects of a policy measure.

The remainder of the paper is organized as follows. In the next section, we derive a model

of substitute production under a capacity constraint based on Holland (2003). Sections 3

and 4 present a policy analysis with an implicit determination of the endogenous variables

and the comparative static analysis of the different policy scenarios and a welfare analysis,

respectively. Section 5 discusses the policy relevance of this paper. Section 6 offers some

concluding remarks.

2 A model of substitute production under capacity

constraint

Assume that there are two deposits of fossil fuels, S1 and S2. The constant per unit extraction

costs for these deposits are c1 and c2, respectively. There are no capacity constraints on the

amount of extraction at any given point of time t, i.e., no upper bounds on q1(t) and q2(t).

The cumulative extraction constraints are∫ ∞

0

qi(t)dt ≤ Si for i = 1, 2.

There is a clean energy that is a perfect substitute for the fossil fuels. Let q3(t) be the

amount of clean energy produced at time t. Assume there is a capacity constraint on clean

energy production: q3(t) ≤ q3. This means that at each point of time, the amount of green

energy that can be produced is exogenously determined by the capacity constraint. Let c3

be constant unit costs of production of the clean energy.

Let Q(t) = q1(t) + q2(t) + q3(t) denote the aggregate supply of energy from the three

resources at time t, where some of these qi(t) may be zero. The utility of consuming Q(t) is

U [Q(t)], where U(·) is a strictly concave and increasing function and U ′(0) can be finite or

infinite. Moreover, assume c1 < c2 < c3 < U ′(0).

The total welfare is ∫ ∞

0

e−rt

[
U [Q(t)]−

3∑
i=1

ciqi(t)− C[V (t)]

]
dt

where V (t) is the volume of CO2 in the atmosphere at time t, and C(V ) is the damage cost

function with C ′(V ) > 0 and C ′′(V ) ≥ 0.
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We assume that CO2 emissions are proportional to the consumption of fossil fuels q1(t)

and q2(t) :

ε1(t) = η1q1(t) and ε2(t) = η2q2(t),

where η1 and η2 are positive coefficients.

Our first task is to characterize the equilibrium in the perfect competition situation.

Consumer’ demand is represented by the condition p = U ′(Q) ≡ ϕ(Q), where ϕ(Q) is

strictly decreasing. Inverting this function, we obtain the demand function

Q = D(p), D′(p) < 0.

The resource owners follow a Hotelling-like extraction path, maximizing the value of the

resource stocks such that the resource rent increases at the rate of interest. The extraction

order of the exhaustible resource stocks is based on the Herfindahl rule: low-cost resource

stock is strictly exhausted before the high-cost resource stock is extracted. Since the re-

newable resource owners do not have to optimize intertemporally, their supply behavior is

different from that of the exhaustible resource owners. In the next subsection, we assume

that the parameters of the models satisfy two conditions that ensure that the high-cost re-

newable energy will be produced simultaneously with extraction of the lowest cost deposit,

and well before the lower cost stock S2 enters into production. These conditions were first

identified by Holland (2003). We impose these conditions so that the model reflects the

real-world energy market situation described in the introduction to this paper. Based on

those conditions, the resulting extraction phases and prices can be outlined.

2.1 Extraction capacity and cost reversal

Based on Holland (2003), two conditions are imposed to ensure that both a binding capacity

constraint of the renewable energy, as well as the cost reversal phenomenon, can be illustrated

in the model. By “cost reversal”, we mean that the higher cost renewable resource is produced

well before the intermediate cost exhaustible resource begins to be extracted. In specifying

the capacity constraint, we describe the real-world situation where even though in theory we

have enough renewable energy resources, only a limited amount of that energy is practically

available due to technological and economic constraints. To sharpen the consequences of

this situation, we focus in the following analysis on the case where the capacity constraint

is binding when green energy is produced. Then, at price p = c3, the market demand D(c3)

foe energy exceeds the capacity output of the clean energy sector q3. This is stated in the
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following condition.

Condition 1: D(c3) > q3

So, when p(t) reaches c3, the market demand must be met from both the clean energy sector

and fossil fuel extraction.

Since the demand curve is downward sloping, Condition 1 implies that there exists a

value p > c3 such that D(p) = q3. Therefore, for all p in the range [c3, p], the clean resource

will always be produced at maximum capacity. The equilibrium price of energy can never

exceed p, even when U ′(0) = ∞.2

The second condition is that the size of the high-cost exhaustible resource must be small

enough such that the cost reversal of resource use described in the introduction can be

illustrated with the present model. An analytical derivation of this condition can be found

in Appendix A.

Condition 2: S2 < Smax
2 ≡

∫ x

0

D [c2 + (c3 − c2) e
rτ ] dτ − q3

r
ln

[
p− c2
c3 − c2

]
where we define x by

x =
1

r
ln

[
p− c2
c3 − c2

]
From condition 2, we can show that if the size of deposit 2 is smaller than the threshold value

Smax
2 , the equilibrium time path of extraction is continuous and production of green energy

starts strictly before the extraction of the high-cost resource deposit S2 begins (Holland

2003).3

2We will not consider the alternative case where the capacity constraint is nonbinding, i.e., D(c3) < q3.
In this case, at price p = c3, market demand D(c3) is lower than capacity output q3. In this situation, the
capacity constraint q3 ≤ q3 is never binding and green energy production could be anything up to D(c3)
(completely replacing the exhaustible resources). The energy price will rise along the Hotelling path until it
reaches c3, afterwards it remains at p = c3 forever. Before the price reaches c3, the only supply is from the
exhaustible resource deposits since the efficient level of supply of the renewable is q3(t) = 0 when p(t) < c3.
In the razor edge case defined by D(c3) = q3, Holland (2003) finds that, when the price just reaches c3, the
supply of renewable energy can be anything between zero and q3 and afterwards the price will remain at c3
forever.

3While Condition 1 can be understood as a necessary condition, Condition 2 can be understood as a
sufficient condition for cost reversal. Moreover, the analyzed situations, based on the stated conditions, must
be viewed as extreme cases. The model could also be designed to lead to a smooth increase in the production
of green energy until the constraint is reached (which would be in accordance with actual observations in,
for example, Germany). For simplicity and to sharpen our results, we believe it is useful to retain the strong
assumptions. Determining a “dynamic capacity increase” would allow differentiating between constraints
on existing production and natural capacity restrictions. Modeling such a differentiation would allow us to
show a smooth and increasing use of green energy while maintaining the constrained situation.
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2.2 Four phases of resource utilisation and the price path

Based on Conditions 1 and 2, the equilibrium path of the energy price is continuous and the

resource use pattern can be described as follows (see also Holland, 2003, Figure 1).

Phase 1 : Energy is supplied only by extraction from the low-cost deposit. This phase

begins at time 0 and ends at an endogenously determined time t3 > 0, such that the equilib-

rium price at time t3 is equal to c3. During this phase, the net price of the low-cost resource,

p(t)− c1, rises at a rate equal to the interest rate r.

Phase 2 : Energy is simultaneously supplied by both extraction from the low-cost resource

deposit S1 and the (more costly) renewable energy running at its capacity level q3. This phase

begins at time t3 and ends at an endogenously determined time T > t3. (In a limiting case,

when Condition 2 holds with equality, we have T = t3, meaning that Phase 2 degenerates to

a single point.) The low-cost resource stock S1 is entirely exhausted at time T . During this

phase, the net price of the low-cost exhaustible resource, p(t)− c1, also rises at a rate equal

to the interest rate r.

Phase 3: Energy is simultaneously supplied by both extraction from the high-cost re-

source deposit S2 and the (more costly) renewable energy running at its capacity level q3.

This phase begins at time T and ends at an endogenously determined time T . At time T ,

the stock S2 is completely exhausted. During this phase the net price of the higher cost

exhaustible resource, p(t) − c2, rises at a rate equal to the interest rate r. At time T , the

energy price reaches p (where p is defined by the equation D( p) = q3).

Phase 4: The only source of energy is the green energy, available at the capacity level

q3. The price is constant at p. This phase begins at time T and continues for ever (because

the time horizon is infinite).

Note that from time t3 on, where p(t3) = c3, the clean energy sector will supply q3 without

any intertemporal considerations, and due to the assumption stated in Condition 1, there

will not be enough energy to meet the demand D(c3). The shortfall, or residual demand, is

met by extraction from the lowest-cost deposit available such that at t3,

q3 + q1(t3) = D(c3).

Or, in other words, only the residual demand must be met by the exhaustible resource, indi-

cating that the existence of a constrained renewable resource alleviates the scarcity problem

of the exhaustible resources.4

4The reason deposit 2 is not extracted during the time interval [t3, T ) is that any attempt to move
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Holland (2003) does not provide explicit equations that specify how the length of various

phases depends on parameters such as c1, c2, c3, q3, S1 and S2. In what follows, we derive

such equations, which help us obtain interesting comparative static results.

3 Policy scenario analysis

In the subsections below, we develop explicit expressions for determining the length of the

various phases. Based on these, we investigate the conditions under which energy policy

measures to alleviate climate change damages due to exhaustible resource use are effective

when a capacity-contrained renewable energy source is available. Is it still true that a subsidy

on renewable energy will harm the environment (Section 3.2.1)? Does a marginal expansion

of the capacity help or hurt the mitigation efforts (Section 3.2.2)? Moreover, what are the

effects of different ways of taxing exhaustible resource use (Sections 3.2.3 and 3.2.4)?

3.1 Implicit determination of the endogenous variables

Define y to be the length of Phase 3, i.e., the phase during which deposit 2 is extracted.

Then y ≡ T − T . Since total demand must equal total supply during
[
T, T

)
and deposit 2

must be exhausted during this interval, we can solve for y from the equation∫ T

T

D[p(t)]dt = S2 +
(
T − T

)
q3. (1)

Since q2(t) > 0 over the time interval
[
T, T

)
, the Hotelling rule applied to deposit 2 must

hold with equality such that

p(t) = c2 + (p− c2) e
r(t−T−y) (2)

with t − T = t − T −
(
T − T

)
.5 Inserting this into equation (1), together with τ = t − T ,

and noting that p and q3 are related through the equation q3 = D (p), then y is the solution

of the following equation:

0 = F (S2, p, c2) =

∫ y

0

D[c2 + (p− c2) e
r(τ−y)]dτ − yD(p)− S2 (3)

extraction from S2 to that interval to replace the high-cost clean energy would require curtailing consumption
during the phase

[
T, T

)
, which implies costs in terms of foregoing consumption smoothing.

5Analogous to the Appendix, p(t) can be derived from the condition (p(t)− c2)e
−rt = (p(T )− c2)e

−rT =

(p(T )− c2)e
−rT .
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where S2 < Smax
2 (∞) as stated in Condition 2.

Remark: It is clear that an increase in S2 will increase y. The proof is as follows. Keeping

p and c2 constant, and differentiating the previous equation totally, we obtain{
[D(c2)−D(p)]− r (p− c2)

∫ y

0

(er(τ−y))D′[c2 + (p− c2) e
r(τ−y)]dτ

}
dy = dS2.

Thus
∂y

∂S2

> 0. (4)

Having solved for y, we can determine the price at time T , when the high-cost deposit

begins to extracted, as

p(T ) = c2 + (p− c2) e
−ry ≡ p2. (5)

Next, we can determine the length of the time interval [t3, T ) over which energy demand is

met by both extraction from the lowest cost deposit and via production of renewable energy

at capacity level. We denote this length by z ≡ T − t3. Then, since p(t3) = c3 by definition,

the Hotelling rule gives

z =
1

r
ln

[
p(T )− c1
c3 − c1

]
Substituting for p(T ), we obtain

0 = G(y, c1, c2, c3, p) = (c3 − c1)e
rz − (c2 − c1)− (p− c2) e

−ry. (6)

It is easy to see that
∂z

∂y
< 0. (7)

From equations (4) and (7), we conclude that an increase in S2 will reduce z. Specifically,

as S2 approaches Smax
2 , z approaches zero. Moreover, analogously to the determination of y

in equation (1), since, over the period [0, T ] the total demand for energy must equal total

supply that comes from deposit 1 and from renewable energy produced at capacity after

time t3, we know that T must satisfy the equation∫ T

0

D[p(t)]dt = S1 + [T − t3] q3, (8)

where, since deposit 1 is extracted over the interval [0, T ), the Hotelling rule applies to this
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deposit over that period:

p(t) = c1 + (c2 − c1)e
r(t−T ) + (p− c2) e

r(t−T−y). (9)

Finally, from inserting equation (9) into (8), we obtain the following equation which deter-

mines T :

0 = H(y, z, T, c1, c2, p) =

∫ T

0

D
[
c1 +

(
c2 + (p− c2) e

−ry − c1
)
er(t−T )

]
dt−S1− zD(p). (10)

3.2 Comparative statics

In this section, different policy scenarios aimed at reducing anthropogenic carbon emissions

are analyzed with regard to their effects on supply-side extraction and production behav-

ior. We also differentiate between a weak green paradox (as introduced by Gerlagh, 2011)

and an overall green paradox. A weak green paradox is said to arise when an apparently

green-oriented policy results in a short-run increase in emissions. In our analysis, a weak

green paradox can be identified as a decrease of p(0), which indicates higher initial resource

extraction and/or a decrease in T . An overall green paradox occurs when the overall ex-

traction duration of both resources (which is represented by T in our paper) decreases due

to the policy measure. Moreover, later in the welfare analysis, we introduce the concept

of a strong green paradox (borrowed from Gerlagh 2011), which occurs when the policy is

environmentally harmful over the long run (e.g., when the present value of the stream of

future damages increases due to greater accumulated emissions at all times up to time of

exhaustion).

To assess the possibility of a green paradox, we apply the implicit function theorem to the

system of equations (3), (6), and (10) to determine the response of the endogenous variables

(y, z, T ) as well as of price behavior, to changes in the exogenous parameters c1, c2, c3, and

p. The changes in the exogenous parameters are assumed to result from four different policy

measures (two taxes on the exhaustible resources, subsidization of the renewable resource,

and an exogenous increase in capacity) intended to slow down carbon extraction.

3.2.1 Effect of a subsidy for renewable energy

In the first part of our comparative static analysis, we investigate how subsidizing clean

energy affects the extraction speed of the exhaustible resources. From the literature, we

know that a subsidy can have detrimental effects on the environment if the clean energy is

available at a constant cost without capacity constraint (see, e.g., Hoel, 2008). But does a
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green paradox also arise in the presence of a capacity-constrained green energy source or can

this source alleviate pressure on exhaustible resource use? Examples of such subsidy systems

include the renewable energy feed-in tariffs in Germany and Sweden and the exemption of

biofuels from taxation. In the following, subsidization of green energy is modeled as a

decrease of the constant marginal production cost, c3. The effect of a change in c3 on the

endogenous variables (y, z, T ) can be computed from the following matrix equation Fy Fz FT

Gy Gz GT

Hy Hz HT


 dy

dz

dT

 =

 −Fc3

−Gc3

−Hc3

 dc3 (11)

where

Fy = −r (p− c2)

∫ y

0

D′[p(τ)]er(τ−y)dτ > 0

Gy = r (p− c2) e
−ry > 0

Gz = r(c3 − c1)e
rz > 0

Gc3 = erz > 0

Hy =

∫ T

0

D′[p(t)]
[
−r (p− c2) e

−ryer(t−T )
]
dt > 0

Hz = −D(p) < 0

HT = D[p(T )] +

∫ T

0

D′[p(t)]
[
−rer(t−T )

] (
c2 + (p− c2) e

−ry − c1
)
dt > 0

Fz, FT , Fc3 , GT , Hc3 = 0.

Let J denote the determinant of the 3 × 3 matrix on the left-hand side of equation (11).

Calculation shows that

J = FyGzHT > 0.

Then, using Cramer’s rule, we obtain the effect of an increase in c3 on the variables y, z, and

T :
dy

dc3
= 0 (12)

dz

dc3
=

−erz

J
[FyHT ] < 0 (13)

dT

dc3
=

erz

J
[FyHz] < 0. (14)

Thus, we see from equations (12)-(14) that an increase in the clean energy producer’s unit
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cost, c3, has no effect on the length of time over which deposit 2 is extracted (dy/dc3 = 0),

but will shorten the life of the low-cost deposit 1 (dT/dc3 < 0) and will also shorten the

interval of time over which both q1 and q3 are positive (dz/dc3 < 0). The initial price p(0)

will be higher, as can be derived from equation (9):

dp(0)

dc3
= −r

(
c2 + (p− c2) e

−ry − c1
)
e−rT dT

dc3
> 0. (15)

Since p and y are not affected by the increase in c3, we can deduce that the price at which

the high cost deposits begins to be extracted will be unaffected, see equation (5):

dp2
dc3

= 0.

The effect of an increase in c3 on t3 (i.e., on the time interval over which all energy is

supplied from deposit 1 alone) can also be computed. Since t3 + z = T ,

dt3
dc3

=
dT

dc3
− dz

dc3
=

erzFy

J
[Hz +HT ] > 0. (16)

The analytical results are summarized in Proposition 1.

Proposition 1: Subsidizing the clean energy product results in a lower initial price of en-

ergy. This leads to a faster extraction of the lowest-cost exhaustible resource during the initial

phase [0, t3) . However, this phase itself is shortened ( t3 is brought closer to time 0), and thus

clean energy production will begin earlier. This effect allows deposit 1 to be extracted over a

longer period. Therefore, in total and contrary to Hoel’s (2008) model where subsidization

clean energy (a fall in c3) results in earlier exhaustion of the exhaustible resource, subsidiz-

ing clean energy lengthens the life of the aggregate resource stock (i.e., an increase in y + T

in our model). Thus, there is a weak green paradox effect, but no overall green paradox effect.

This first result can be understood as follows (see also the illustrated price path in Section

4.2): subsidization of the renewable energy is equivalent to a decrease in c3. From dy/dc3 = 0

(equation (12)), we know that subsidizing the renewable backstop has no effect on how long

it will take to exhaust S2. Let T ∗ denote the time of exhaustion of S1 when the renewable

technology is subsidized. Let the equilibrium price path that results from the subsidy be

denoted by p̃(t). From the invariance of y, it follows that p̃(T ∗) = p(T ). This in turn ensures

that the aggregated supply of energy over the length of time y equals the demand.

Moreover, dT/dc3 < 0 (equation (14)) implies that subsidization of the renewable resource
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increases the time span of extraction of S1 by (T ∗ − T ). This means that resource stock S1

is available for longer and the price level p(T ) = p̃(T ∗) is reached later.

Additionally, an intuitive explanation of the effect of a green-energy subsidy on the extraction

q1 at the production start date of the renewable energy and, therefore, on z is as follows. If

the price path were not affected, subsidizing the backstop would lead to earlier production

of the renewable energy, implying that, given the unchanged time path of price, the supply

of energy is greater than demand. Since this situation would be a disequilibrium, the price

path must change. In consequence, p(0) (see Section 4.2, Figure 1, p0) declines to p∗(0)

(Section 4.2, Figure 1, p∗0), as seen in equation (15). This decrease moderates the decline in

t3, restoring the balance between supply and demand; still, the analytical results show that

t∗3 < t3 (equation (16)).

These considerations show that two opposed effects work on T ∗ and z. (1) Due to the

decrease of c3, t3 decreases (equation (16)), which increases T since, as q3 is available earlier,

it can alleviate the demand for q1 sooner. This effect tends to increase z. (2) To equalize

demand and supply at t3, p(0) decreases, as explained previously (see equation (15)). This

second effect works in a direction opposite to the first effect and tends to postpone t3 and also

to shorten z. Moreover, due to a lower initial price level, the demand for energy increases

and is satisfied by an increase in q1 in period [0, t3). Which of the two effects dominates

depends on their relative strength, which has been analyzed analytically. From dT/dc3 < 0

and dz/dc3 < 0 (equations (14) and (13)), we find that the first effect is stronger than the

second. This means that the exhaustible-resource-saving effect (of the subsidy on renewable

energy) on S1 dominates the demand-increasing effect of the price decrease (the effect of

dT/dc3 + dy/dc3 is unambiguous).

Therefore, when there is a subsidization of the renewable backstop under capacity constraint,

there is no overall green paradox effect in the long run, but there is a weak green paradox

effect over the time interval [0, t3).

3.2.2 Effect of an increase in capacity

We now investigate the effect of an increase in capacity q3, which could occur due to a

technological breakthrough such as, for example, the repowering of wind mills or a change

from first-generation to second-generation biofuels. Moreover, an increase in capacity is

equivalent to a decrease in the capacity-induced choke price (p).

The general case

The effect of a change in q3 on the endogenous variables (y, z, T ), which is identical to

a change in p since D(p) = q3, can be computed, analogously to the previous section, as
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follows:  Fy Fz FT

Gy Gz GT

Hy Hz HT


 dy

dz

dT

 =

 −Fp

−Gp

−Hp

 dp (17)

where

Fp = −yD′ (p) +

∫ y

0

D′[p(τ)]er(τ−y)dτ ≷ 0

Gp = −e−ry < 0

Hp = −zD′ (p) +

∫ T

0

D′[p(t)]er(t−T−y)dt ≷ 0.

The comparative static results are ambiguous:

dy

dp
=

−Fp

J
[GzHT ] has the sign of − Fp

dz

dp
=

1

J
{FpGyHT −GpFyHT} ≷ 0

dT

dp
=

1

J

{
Fy

[
e−ryD(p)−HpGz

]
− Fp [−D(p)Gy −HyGz]

}
≷ 0.

The effect on the life of the aggregate resource stock is also ambigous:

d(T + y)

dp
=

1

J

{
Fy

[
e−ryD(p)−HpGz

]
− Fp [GzHT −D(p)Gy −HyGz]

}
≷ 0. (18)

However, the effects on the price path are unambigous (see equation (9)). First, an increase

in capacity (a fall in p) necessarily leads to a lower initial price:

dp(0)

dp
> 0. (19)

Second, a fall in p lowers the price at which deposit S2 begins to be exploited:

dp(T )

dp
> 0. (20)

Proposition 2: An increase in the capacity of the clean energy sector has an ambiguous

effect on the life of the aggregate resource stock, and it lowers the scarcity rent of both

exhaustible resource stocks.

To obtain clearer results, let us consider the case of linear demand.
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The special case of linear demand

In the following, we assume that demand is linear:

D[p(t)] = A− p(t). (21)

Then, taking into account equation (21), equation (3) becomes∫ y

0

[
A− (c2 + (p− c2) e

r(τ−y)
)
]dτ = y (A− p) + S2.

Differentiating totally, we obtain after some rearrangement,

dy

dp
= − S2

(1− e−ry) (p− c2)
2 < 0. (22)

Thus, an expansion in capacity q3, which leads to a fall in p, lengthens the life of deposit 2.

Moreover, from equations (6) and (22), we can derive the effect of an increase in p on z as

dz

dp
=

1

r

(
1

c2 − c1 + (p− c2) e−ry

)[
e−ry − r (p− c2) e

−ry dy

dp

]
> 0. (23)

Thus, a fall in p shortens the phase during which both q1 and q3 are supplied to the market.

To find the effect of an increase in p on T , insert the linear demand function (21) into

equation (10), leading to∫ T

0

[
A− c1 −

(
c2 + (p− c2) e

−ry − c1
)
er(t−T )

]
dt = S1 + z (A− p) ,

where y and z are both functions of p, with derivatives given by equations (22) and (23).

Rearranging terms and totally differentiating leads to

[
A− c1 −

(
c2 + (p− c2) e

−ry − c1
)
e−rT

] dT
dp

=

{
−
(
1− e−rT

r

)
r (p− c2) e

−ry dy

dp
+ (A− p)

dz

dp
+

(
1− e−rT

r

)
e−ry

}
− z. (24)

Consider the right-hand side (RHS) of equation (24). The sum of the terms inside the

curly brackets {...} is positive. However, because z is positive, the sign of the RHS seems

ambiguous. On the left-hand side, the expression inside the square brackets [...] is ambiguous,

though it is positive if A is sufficiently large.

The effect of an increase in p on the life of the aggregate resource stock, y + T , is also
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ambiguous. The results shown in equations (22), (23), and (24) can be summarized in the

following proposition.

Proposition 3: Under linear demand, an increase in the capacity of the clean energy

sector (i.e., a decrease in p) will lengthen the life of deposit 2, shorten the interval of simul-

taneous supply of q1 and q3, and has an ambiguous effect on the life of deposit 1 and of the

aggregate resource stock. In the special case where A is large and z is very small (i.e., S2

approaches Smax
2 from below), an increase in capacity will shorten the life of deposit 1:

dT

dp
> 0. (25)

An increase in the capacity of the renewable resource increases the extraction duration of

the second exhaustible resource: dy/dp < 0 (equation (22)). This indicates that a capacity

expansion of the renewable resource sector permits the stock of higher-cost resource S2 to

be spread over a longer period. In constrast, if z is small and A is large, we can state that

dT/dp > 0 (equation (25)), and the effect of a capacity increase on the extraction duration

of the low-cost stock S1 is negative. This case is especially reasonable since we know that a

capacity expansion reduces the energy price at the exhaustion point of S1 (equation (20)),

which indicates a faster extraction of q1. Additionally, as with the subsidy, the capacity

increase induces a reduction in the initial energy price, which also accelerates exhaustion

(equation (19)).

Moreover, increased capacity leads to a reduction in the period of parallel supply of q1

and q3: dz/dp > 0 (equation (23)). Therefore, the capacity increase cannot alleviate the

demand for S1 and, consequently, weakening the capacity constraints leads to at least a

weak green paradox with regard to the cheaper exhaustible resource. This holds irrespective

of the effect on t3, which is ambiguous. Nevertheless, it is not clear whether there will be an

overall green paradox: (dT/dp+ dy/dp) is ambiguous and further evaluation is necessary.6

6The described effect of an expansion of capacity in the case of a binding constraint cannot be used to
infer about the actually observed capacity increase of renewable power production in some countries. For
example, in the case of the German electricity market, binding technological, ecological, or geographical
constraints to capacity are not yet reached. For instances, geographical restrictions on the installation of
wind mills or sustainability restrictions regarding the usage of biomass are not operative yet. For the sake of
simplicity, the present paper abstracts from any kind of dynamic transition process in the supply of renewable
energy.
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3.2.3 Effect of a tax on the low-cost exhaustible resource

The effect of different tax schemes on exhaustible resources are evaluated in this and the

next subsection. We first consider a tax on the low-cost exhaustible resource that causes an

increase in the (tax-inclusive) constant marginal extraction costs of deposit 1.7 The effect of

a tax on the low-cost resource on the endogenous variables (y, z, T ) as well as on the price

path, which is analogously modeled as a marginal increase in the extraction costs c1, can be

computed from the following matrix equation Fy Fz FT

Gy Gz GT

Hy Hz HT


 dy

dz

dT

 =

 −Fc1

−Gc1

−Hc1

 dc1 (26)

where

Fc1 = 0

Gc1 = 1− erz < 0

Hc1 =

∫ T

0

D′[p(t)]
(
1− er(t−T )

)
dt < 0.

In contrast to the calculations in Section 3.2.1, the results are unambiguous. First, the

tax on deposit 1 does not change the length of the extraction period for deposit 2:

dy

dc1
= 0 (27)

This result in turn implies that the price at which extraction of deposit 2 begins is unaf-

fected; see equation (5). Second, the tax lengthens the interval over which q1 and q3 are

simultaneously supplied:
dz

dc1
=

1

J
[Fy(−Gc1)HT ] > 0 (28)

The extraction of the low cost deposit will be spread out over a longer period:

dT

dc1
=

1

J
[FyGz(−Hc1)− Fy(−Gc1)Hz] > 0. (29)

Moreover, from equation (9), the initial price of the extracted resource will be raised,

7Even though this case does not appear to have much practical relevance, many authors, including Sinn
(2008), show that a credible commitment to a tax rate that is high today but decreases over time is the
best strategy for slowing down extraction of fossil fuels. Therefore, we examine that situation here with the
simplification that we assume a tax on the low-cost resource but not on the high-cost resource that will be
extracted later.
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though by a smaller amount than the increase in tax:

1 >
dp(0)

dc1
= 1− e−rT > 0. (30)

Only the effect on the time at which the renewable energy is made available, t3, is

ambiguous:

dt3
dc1

=
dT

dc1
− dz

dc1
=

1

J
[FyGz(−Hc1) + FyGc1Hz]−

1

J
[Fy(−Gc1HT ] ≷ 0. (31)

But since the exhaustion time for the cheaper resource, T , is delayed, the ambiguous sign

of equation (31) is of no consequence with regard to the green paradox.8 The results are

summarized in Proposition 4.

Proposition 4: While a tax on the low-cost resource has no effect on the extraction dura-

tion of the high-cost resource, it does result in a higher initial price of energy. Moreover, the

overall period of extraction from the cheaper resource lengthens, leading to slower extraction

of the cheaper exhaustible resource during the initial phase [0, t3) both due to an increase in

T and an increase in p(0). Thus, there is neither a weak nor an overall green paradox. (The

ambiguous effect on the interval [0, t3) is of no consequence for the green paradox results.)

This result can be understood as follows (see also the price path of this scenario illustrated

in Section 4.2): a tax on the cheaper exhaustible resource is equivalent to an increase in c1.

From dy/dc1 = 0 (equation (27)), we know that a tax on the low-cost resource has no effect on

how long it will take to exhaust S2. Parallel to the case of subsidizing the renewable resource,

from the invariance of y it follows that p2 is unchanged, see equation (5). When such is the

case, the aggregated supply of energy over the length of time y equals the demand. Moreover,

dT/dc1 > 0 (equation (29)) implies that the tax increases the time span of extraction of S1

by (T ∗ − T ). Together with p∗(0) > p(0) (equation (30)), this means that the price level

p2 (at which the second deposit begins to be exploited) is reached later and the exhaustible

resource S1 is available longer. The price path during [0, T ) is flatter and the price level is

higher such that extraction of S1 is spread over a longer period of time. Therefore, the old

and the new price path during the extraction of S1 must intersect.9 Nevertheless, the effect

on t3 is not clear. Even though we know from dz/dc1 > 0 (equation (28)) that the time span

8Thus, our result for the multi-resource case supports Sinn’s (2008) proposition that “high tax now and
low tax later is good for the environment.”

9The “intersection” is easily explained by the fact that the two price paths correspond to different values
of c1.
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of simultaneous use of q1 and q3 increases, we do not know whether the production of the

clean energy will begin earlier or later, as the sign of dt3/dc1 (equation (31)) is ambiguous. In

conclusion, the imposition of a constant unit tax on the low-cost exhaustible resource gives

rise to neither a weak green paradox (since dp(0)/dc1 > 0) nor an overall green paradox

(since dT/dc1 + dy/dc1 > 0).

3.2.4 Effect of a tax on the extraction of the high-cost exhaustible resource

We now examine how a tax on (an increase in) c2 affects the endogenous variables.10 This

can be computed from the following matrix equation Fy Fz FT

Gy Gz GT

Hy Hz HT


 dy

dz

dT

 =

 −Fc2

−Gc2

−Hc2

 dc2 (32)

where

Fc2 =

∫ y

0

D′[p(t)]
(
1− er(τ−y)

)
dt < 0

Gc2 = −(1− e−ry) < 0

Hc2 =

∫ T

0

D′[p(t)](1− e−ry)er(t−T )dt < 0.

The general case

Even though the signs of the above partial derivatives are unambiguous, some results of

the comparative statics are ambiguous. The tax on the high cost exhaustible resource will

lead to a lengthening of its extraction period:

dy

dc2
=

1

J
[−Fc2GzHT ] > 0.

However, the effect on the period of simultaneous use of green energy and the low cost

resource is not clear,

dz

dc2
=

1

J
[Fy(−Gc2)HT − (−Fc2)GyHT ] ≷ 0

10Increasing taxes on fossil fuels is common practice throughout the world, not only for fiscal reasons,
but due to growing awareness of the consequences of climate change and the exhaustibility of fossil fuels.
However, according to Sinn (2008) and others, this practice causes detrimental green paradox effects.

21



and the effect on the period of exploitation of the low cost deposit is also ambiguous:

dT

dc2
=

1

J
[FyGz(−Hc2) + (−Fc2)GyHz − (−Fc2)GzHy − Fy(−Gc2)Hz] ≷ 0.

We summarize the results in Proposition 5.

Proposition 5: A tax on the high-cost exhaustible resource deposit lengthens the ex-

ploitation period of this deposit, but has an ambiguous effect on the life of the lower cost

resource and of the aggregate resource stock.

Therefore, to obtain sharper results, we consider the case of linear demand in the follow-

ing.

The special case of linear demand

In case of a linear demand function as formulated in equation (21), the partial derivatives

have the following signs:

dy

dc2
> 0 (33)

dz

dc2
> 0 (34)

dT

dc2
> 0 (35)

dp(0)

dc2
> 0 (36)

dt3
dc2

< 0 (37)

From equations (33)-(37), we can now state Proposition 6.

Proposition 6: Under linear demand, a tax on the high-cost resource extraction (an

increase of c2) will lengthen the life of both deposits 1 and 2, lengthen the interval of simul-

taneous supply of q1 and q3, and therefore increase the life of the aggregate resource stock.

The effects can be understood as follows: a change in the marginal extraction costs has

no effect on the price ceiling determined by D(p) = q3. Therefore, when p and q3 are given,

a longer (slower) extraction of deposit 2, as indicated by dy/dc2 > 0 (equation (33)), is

possible only when demand is reduced during the considered time span. This can be reached
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by an overall price level increase. From

dp(T )

dc2
> 0, (38)

we know that p(T ∗) > p(T ). This means that extraction from the high cost deposit starts

from a higher price level and q2(t) is already initially lower. Therefore, to have S2 exhausted

at T
∗
> T , the price path is flatter, such that y∗ > y. The changes in the depletion path of

deposit 1 can be explained analogously: a flatter price path, and a longer extraction period

(dT/dc2 > 0; see equation (35)) with a higher initial price (dp(0)/dc2 > 0; see equation (38)).

This means that S1 is more valuable to the resource owner (higher price and higher scarcity

rent). Moreover, even though the tax on the high-cost resource postpones production of

green energy (dt3/dc2 > 0; see equation (37)), the length of simultaneous production of q1

and q3 increases (dz/dc2 > 0; see equation (34)). In the end, neither a weak nor an overall

green paradox is found.

In the following section, the comparative static policy analysis is complemented by a

numerical analysis, which allows us to link the theoretical model to a concrete example of

the fossil fuel market and derive precise results, which are missing from the analytical part.

Moreover, we conduct a welfare analysis to discover the social consequences of the different

scenarios. To this end, we introduce two different explicit damage functions as well as a

situation where the various deposits have different carbon content. This extended welfare

analysis allows us to draw further conclusions regarding the strong green paradox effect

defined by Gerlagh (2011).

4 Numerical analysis

In the following, we provide a numerical illustration of the previous model. While we are

not really calibrating the model in the sense of using numerical values that are derived from

real world date, the relative magnitudes of the numbers we use are intended to reflect, in

a stylised manner, real-world relative magnitudes. Our numerical excercise allows not only

the derivation of unambiguous results, but also a concrete illustration of the relevant effects.

We derive the accumulation paths of anthropogenic carbon in the atmosphere and compare

their resulting social consequences. Additionally, we later relax the assumption of zero decay

and instead assume a positive depreciation of anthropogenic carbon. The analysis begins by

describing the fossil fuel market example in Section 4.1. The numerical results are derived

in Section 4.2, followed by a welfare analysis in Section 4.3.
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4.1 The fossil fuel market

The parameters are chosen so as to reflect, in a stylised manner, the relationships between

marginal extraction costs for conventional oil, unconventional oil, and advanced biofuel.11

We continue to assume the case of linear demand, D[p(t)] = A − p(t) (see equation (21)),

and that p > c3. We choose A = 20, p = 15, r = 0.01. We set c1 = 0.75, c2 = 1.75, and

c3 = 4. This reflects the cost structure observed in oil markets: biofuel has the highest,

unconventional oil has medium, and conventional oil the lowest production costs. Then

q3 = A − p = 5. Moreover, we specify the stock sizes S1 and S2 because we need these to

compute the pollution stock. First, we need to make sure that S2 < Smax
2 . This means that

we first have to compute the value Smax
2 from our specifications of the cost parameters c1,

c2, and c3 and of the capacity q3 (which is equal to A − p). Let us assume that S2 = 900

and S1 = 700, which reflects the fact that there is more unconventional than conventional

oil available. From Condition 2 with Smax
2 = 1249 (approximately), it follows that S2 = 900

does indeed satisfy the condition S2 < Smax
2 .12

4.2 Derivation of numerical results

We now show how we derive numerical results for the base case. (The results of the dif-

ferent policy scenarios can be derived analogously.) Wefirst calculate the length of Phase

3, y = T − T = 144.30. Second, we solve for the length of Phase 2, z ≡ T − t3, which is

the time interval over which the lowest-cost deposit and the renewable energy are available

simultaneously. From equation (6), z = 23.96. Next, we solve for T (the time at which

deposit 1 is exhausted) from equation (10), then, T = 51.18.

Moreover, the length of Phase 1, t3, and the total length of Phases 1-3, T , can be calculated

as t3 = T − z = 27. 22 and T = T + y = 195. 48.

From equation (9), the equilibrium price at time t (for 0 ≤ t ≤ T ) is p(t) = 1.75 +

e0.01(t−51.18) + 13.25e0.01(t−195.48); specifically, p(0) = 3. 23, p(T ) = 4. 88, and, as expected,

p(t3) = 4 = c3. Moreover, from equation (2), the equilibrium price path for T ≤ t ≤ T is

p(t) = 1.75 + 13.25e0.01(t−195.48).

Table 1 sets out the results of the numerical analysis for the different policy scenarios

and the base case in the chosen numerical example. This allows comparing the effects of

11See, e.g., www.eia.gov and IEA(2012).
12This condition is also fulfilled for all following model specifications.
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the respective policy measures on extraction speed and duration of the fossil fuels. In our

first policy scenario, there is a subsidy on the green energy at the rate 1 per unit (e.g. one

Euro per kilowatt-hour); consequently, the (marginal) production costs of the green energy

decrease from 4 to 3 per unit. In an alternative policy scenario, there is a capacity expansion

from 5 to 6; therefore, p decreases from 15 to 14. In a third policy scenarion, the tax on the

low-cost exhaustible resource increases from 0 to 1, such that the (marginal) production cost

of the green energy increases from 0.75 to 1.75 per unit. Finally, in the fourth scenario, the

tax on the high-cost exhaustible resource is increased from 0 to 1; therefore, the (marginal)

production cost of the green energy increases from 1.75 to 2.75 per unit.

Recall that in Proposition 3, an increase in capacity will increas y, may reduce T , and

the effect on T ≡ T + y is ambiguous. Our numerical results show that an increase in the

capacity of the green substitute does not reduce T (indicating that there is no overall green

paradox). This is because numerically dT/dp < 0 (which means T increases). Moreover,

we find that dt3/dp < 0. The reason for the positive effect on t3 is that p(0) is lower than

before; therefore, it takes longer for p(t) to reach c3. However, with dy/dp < 0, it also takes

longer to exhaust the aggregate resource stock than is the case in the base scenario.

With regard to the effect of a tax on the low-cost resource on t3, the numerical analysis

shows that dt3/dc2 > 0 (Table 1, fifth column). Parallel to the previous explanation, the

slight increase in t3 is mostly explained by the increase in p(0) that flattens the price path.

This can be summarized in Proposition 7.

Proposition 7: In our numerical simulation, a capacity increase of the green energy

substitute leads to earlier production of green energy (t3 decreases) and does not produce an

overall green paradox effect since it induces an increase of T .

Figure 1 illustrates how the different policy measures of the chosen numerical example

affect the price paths. In the figure, the price paths of the different policy scenarios are

compared with the base case price path. The policy measures reduce the price level for most

time periods. However, we know from Table 1 that this does not lead to a decrease in the

overall extraction duration of the exhaustible resources.

Concerning the price path, we know that in the standard model, price paths do not cross.

However, in the case where there exists a capacity constraint on the green energy, we have

shown in Proposition 4 that a tax on the extraction of the low cost resource leads to a new

price path that crosses the old one from above. The price path behavior is striking in the

case of a capacity increase of green energy (Figure 1b). First, the capacity increase reduces
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Figure 1: Price paths of the policy scenarios compared with the base scenario

the capacity-constrained choke price. Second, the increase in capacity can overcompensate

the higher demand resulting from the lower price path such that the overall extraction du-

ration of the exhaustible resources increases (see also Table 1) even though an overall higher

demand needs to be satisfied.

In the following, the emission paths and the resulting welfare effects in terms of damages

from accumulated anthropogenic carbon pollution in the atmosphere will be determined. We

will calculate accumulated emissions in the situation where the various deposits have different

carbon contents, and also for with a positive decay rate for the atmospheric carbon, and

compare the effects of various policies on the social cost, under two alternative specifications

of a damage function. This permits us to derive explicit social consequences resulting from

carbon use under various policy scenarios, allowing for both flow and stock damages.

4.3 Welfare analysis

In a first step, the decay rate of atmospheric carbon is assumed to be zero. In a second step,

the zero depreciation rate assumption is relaxed and a more realistic model is introduced

in which the atmosperic carbon stock partially decays from the atmosphere over time. The
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positive decay rate is based on Archer (2005) and others who analyze the accumulated

stock of emissions in the atmosphere. We study both the cases of linear and convex social

damage functions, and compare the present value damages of the different policy scenarios.

Accumulated emissions depend not only on the speed of extraction. A faster accumulating

stock brings higher damages closer to the present. With a positive decay rate, different

mechanisms influence the welfare effects of climate policy. Later in the analysis, these are

identified and discussed in more detail with regard to their implications for the analysis as

well as for policymakers.13

4.3.1 Emission Paths

For our welfare analysis, we must first compute the emission paths of the different policy

scenarios for the chosen numerical example. To calculate them, we have to specify the emis-

sion parameters of the extracted exhaustible resources. In the following, we assume that

η1 = 1 is the emission parameter of the low-cost exhaustible resource and η2 = 2 is the one

for the high-cost exhaustible resource. For our fuel market example, this reflects the fact

that conventional oil is not only cheaper, but also has lower emissions during extraction and

production, than unconventional oil.

During the first extraction phase, i.e., the time interval [0, t3), all energy comes from

deposit 1. Since extraction from this deposit must equal energy demand, emissions from

the consumption of q1(t) are ε1(t) = η1q1(t). Over the time interval [t3, T ), Phase 2, energy

demand is met by extraction from deposit 1 and by renewable energy supply q3 = A− p = 2

such that emissions at any time t in the interval [t3, T ) are ε(t) = η1(Q(t) − q3). Over the

time interval [T, T ), Phase 3, energy demand is met by extraction from deposit 2 and by

renewable energy supply q3 = 2. Thus extraction from deposit 2 at any time t during the

interval [T, T ) is q2(t) = D[p(t)]−q3 and emissions from consumption of q2 at any t in
[
T, T

)
are ε2(t) = η2(Q(t)− q3).

Figure 2 shows how the different policy measures affect CO2 emission streams compared

to the base case. In the subsidy scenario, emissions tend to be higher than in the base case

(since the price is lower), except that z is larger and t3 occurs sooner. This compensates

for higher emissions in the beginning, such that the total extraction period of the cheaper

resource increases (the exhaustion duration of the expensive resource being constant). In

13In this paper, we analyze welfare effects only partially. We focus on social damages from accumulated
anthropogenic carbon pollution in the atmosphere. We do not take into account other effects on production
or consumption. Therefore, under this restricted sense, a welfare effect of a policy measure is positive if it
decreases the pollution damage compared to the baseline scenario without policy intervention.
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Figure 2: Emission paths of policy scenarios compared with base scenario

the capacity expansion scenario, a slightly lower price path leads to slightly higher emissions

during the extraction period of the low-cost deposit. Moreover, z is shorter compared to

the base case, but emissions are lower due to the increased capacity. Nevertheless, the in-

creased capacity cannot stretch the first extraction period until T ; however, emissions from

the dirtier resource can be slowed down, at least until the emission paths cross. In total, the

emission paths cannot only be flattened regarding the dirty energy source, but the overall

emission period can be extended. In the first tax scenario, due to the higher initial price,

emissions can be reduced initially and their path can be flattened with an almost identical

t3 even though emissions during z increase. Since there are no changes in the emission flows

from the dirty energy good, the overall effect on T is positive. Finally, taxing the dirty

energy good has effects similar to those found when taxing the cheap exhaustible energy

good and lowers the periodical emissions during the first extraction phase (including z). In

the second phase, which therefore starts later, emissions start lower but since the path is

flatter, end up higher. Also in this policy scenario, the overall effect on T is positive.14

14The calibration of the model determines the quantitative but not the qualitative effect of the policy
measures. For example, the chosen emission intensities influence the extent of the changes in the emission
levels associated with changes in the fuel mix.
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4.3.2 Pollution and damages with a zero decay rate

In this section, a decay rate of zero is assumed, which means that once anthropogenic CO2

has been emitted into the atmosphere, it remains there forever. δ = 0 can more broadly be

interpreted as an approximation of a δ close to 0 meaning that the potentially existing decay

of atmospheric carbon is just not relevant in the considered period of time.15 Moreover,

since there is no decay, the volume of pollution V (t) is identical to accumulated emissions

E(t). In the following, the welfare analysis is conducted for the baseline scenario and can be

performed analogously for the other policy scenarios.

Over the time interval [0, t3) in Phase 1, the accumulated stock pollution (which is the

accumulated stock of anthropogenic carbon in the atmosphere) at time t′ (for 0 ≤ t′ ≤ t3) is

V phase 1(t′) =

∫ t′

0

η1
[
A− c1 −

(
c2 − c1 + (p− c2)e

−ry
)
er(t−T )

]
dt

=

∫ t′

0

1.75
(
17.25 + e0.01(t−40.37) + 14.25e0.01(t−187.60)

)
dt for t ≤ t3.

Rearranging this expression gives

V phase 1(t′) = η 1 [A− c1] t
′ − η1

(
c2 − c1 + (p− c2)e

−ry
)
e−rT

(
ert

′ − 1

r

)
. (39)

Analogously, over the time interval [t3, T ) in Phase 2, the stock of pollution at any time

t′ ∈ [t3, T ) is

V phase 2(t′) = η1 (A− c1 − q3) t
′ + η1q3t3 − η1

(
c2 − c1 + (p− c2)e

−ry
)
e−rT

(
ert

′ − 1

r

)
(40)

and from the results presented in Table 4.1, we can calculate V (T ) = 700, which is, as

expected, the size of S1.

Over the time interval [T, T ) in Phase 3, the accumulated stock pollution at time t′ (for

T ≤ t′ ≤ T ) is (decay rate of pollution stock is still zero):

V phase 3(t′) = V (T ) + η2 (A− c2 − q3) (t
′ − T )− η2(p− c2)e

−r(T+y)

(
ert

′ − erT

r

)
. (41)

Again, from Table 4.1, we can calculate V (T ) = 2.500, which is obviously once S1 plus twice

15In line with, e.g., Sinclair (1994) and van der Ploeg and Withagen (2011), δ can be assumed to be small
enough to be ignored, as a first approximations.
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the size of S2.

Finally, in Phase 4, which lasts from t = T until infinity, the accumulated pollution stays

in the atmosphere forever as

V phase 4(t) = V phase 4(T ) = η1S1 + η2S2 = 2.500. (42)

In the following, the damages from the accumulated atmospheric pollution are analyzed.

If the damage function C[V (t)] is linear, say C[V (t)] = θV (t) (and is also equal to θE(t),

see above), then damage at time 0 ≤ t′ ≤ t3 is C[V (t)] = θη1q1(t) and analogously for the

other extraction phases. Together with equations (39) - (42), the resulting total discounted

stream of damages from t = 0 to ∞ is:

D(t0) =
∫ t3
0

e−rtθV phase 1(t)dt+
∫ T

t3
e−rtθV phase 2(t)dt+

∫ T

T
e−rtθV phase 3(t)dt

+θV phase 4(T )
(

e−rT−1
r

)
(43)

Due to the linearity of the assumed damage function, we can calculate the discounted

damages for the different policy scenarios without any further specification of θ. Inserting

the values of the numerical analysis into equation (43) allows us to directly compare the

welfare effects of the different policy scenarios with the business as usual case. Comparing

the discounted damages for the period between 0 and infinity for the different policy scenarios

gives

Dtax 2(t0) ≤ Dsubsidy(t0) ≤ Dtax 1(t0) ≤ Dbase case(t0) ≤ Dcapacity(t0) (44)

where Dsubsidy(t0) stands for damages in the policy scenario with subsidization of the re-

newable substitute at t = 0, Dtax 2(t0) for the scenario where the high-cost exhaustible re-

source is taxed, Dtax 1(t0) for the scenario where the low-cost exhaustible resource is taxed,

Dcapacity(t0) for the scenario where there is a capacity increase of the renewable substitute,

and Dbase case(t0) for the base case scenario.16

16Note, however, that these results are based on a partial analysis. Consequently, the measures are not
easy to compare (see next section).
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It is interesting to observe that the damages in the scenario with a capacity expansion are

higher than in all other scenarios. This is because the capacity expansion, which comes into

affect in the future, at time t3, lowers the initial price of energy, p(0), leading to increased

demand for energy for the period [0, t3], and hence greater pollution damages earlier on.

What happens now when the damage function is convex? For example, if the damage

function is quadratic, say

D[V (t)] = a
V (t)2

b
, (45)

as in van der Ploeg and Withagen (2011), with a = 0.00012 and b = 2, we can also compute

a similar integral of discounted damages. If we continue to assume that the decay is zero,

the volume of pollution V (t) continues to be equal to accumulated emissions E(t). Calculat-

ing and comparing the present value discounted damages, we receive qualitatively the same

results, the same order, as in (44).

The inequality (44), derived under the assumption that the decay rate is δ = 0, applies to

both the linear and the quadratic damage functions, and indicates that all policy measures,

except the capacity increase, reduce the damages of carbon emissions compared to the base

case situation. The effect of a capacity expansion is negative because a greater capacity

induces a fast extraction of S1. Since r > 0, near-term emissions are more important for the

welfare and this first green paradox effect cannot be compensated for by the resource-saving

effect of a capacity increase on S2 (relatively high y). Regarding the tax on the high-cost

exhaustible resource, we find that it induces a reduction of the extraction speed (leading to a

higher T ), and both T and y become larger. This results in lower damages compared to the

baseline scenario. Subsidizing green energy also has positive welfare effects: for t3, T , and

T , subsidization performs even better than the tax on the high-cost exhaustible resource.

However, the reason the overall positive effect is smaller is that emissions in the beginning

are higher for the subsidy case (since p(0) is smaller). A tax on the low-cost exhaustible

resource also reduces damages, but since z is relatively short and t3 relatively high, the pos-

itive effects are not very strong.

To this point, for both types of damage function, the welfare analysis implies that green

energy policy measures can be either welfare increasing or detrimental, depending on how

they affect the extraction behavior of the resource owners. Of course, the results depend on

the model’s underlying assumptions and parameter specifications. One strong assumption is

the decay rate of zero. Therefore, in the next section, a welfare analysis employing a positive

decay rate of atmospheric emissions is conducted.
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4.3.3 Pollution and damages with a positive decay rate

In this section, we assume a positive depreciation rate for carbon stock in the atmosphere,

in accordance with Archer (2005). This is arguably a more realistic scenario. Indeed, Archer

(2005) and Houghton et al. (1990, 1992) explain (though in a highly simplified way) that

a fraction of the anthropogenic carbon emissions that are in the atmosphere re-enter the

carbon cycle again and are absorbed by different carbon sinks, mostly the oceans.17 This

means that although a fraction of the anthropogenic atmospheric carbon stock (let’s call it

α) will stay in the atmosphere forever, the other part (1 − α) will depreciate slowly over

time at a positive rate δ. This phenomenon has been discussed in the resource economics

literature (see, e.g., Hoel, 2011; Hoel and Kverndokk, 1998; Farzin and Tahvonen, 1996).

For the sake of simplicity, the rate of decay δ is assumed to be constant over time. Based on

these considerations, for each emitted ton of CO2 at time t, the resulting amount of CO2 in

the atmosphere at time τ > t is approximated by α + (1− α)e−δ(τ−t) (Hoel, 2011).18

In addition, since there is positive decay, the accumulated emissions E(t) always exceeds

the volume V (t) for all t > 0. This means that total pollution in the atmosphere in the first

phase with t ∈ [0, t3) is

V phase 1(t) = αη1

∫ t

0

q1(τ)dτ + (1− α)η1e
−δt(

∫ t

0

q1(τ)e
δτdτ) (46)

For t ≥ t3, the term αη1[...] with t = t3, which we will call a1(t3), stays constant and only

the term (1 − α)η1e
−δt[...] with t = t3 (henceforth, b1(t3)) further depreciates, resulting in

b1(t3)e
−δ(t−t3) for t > t3.

Total pollution in the second phase with t ∈ [t3, T ) is:

V phase 2(t) = a1(t3) + b1(t3)e
−δ(t−t3)

+αη1

∫ t

t3

(q1(τ)− q3)dτ + (1− α)η1e
−δ(t−t3)(

∫ t

t3

(q1(τ)− q3)e
δ(τ−t3)dτ) (47)

Analogous to the case of t ∈ (0, t3) with t ≥ T , the term αη1[...] for t = T , which we will call

a2(T ), stays constant and only the term (1−α)η1e
−δ(t−t3)[...] with t = T (henceforth, b2(T ))

further depreciates, resulting in b2(T )e
−δ(t−T ) for t > T .

17For simplicity, we abstract from any lags between emission production, pollution accumulation, and
damages as described, for example, in Houghton et al. (1990, 1992).

18Since the decay rate might not be constant over time, this can be seen as an approximation of the
findings of Houghton et al. (1990, 1992), who reported that the decay rate of atmospheric carbon declines
over time depending on the saturation of the oceans.
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Total pollution during the third phase with t ∈ [T, T ) is:

V phase 3(t) = a1(t3) + a2(T ) + b1(t3)e
−δ(t−t3) + b2(T )e

−δ(t−T ) + αη2

∫ t

T

(q2(τ)− q3)dτ

+(1− α)η2e
−δ(t−T )(

∫ t

T

(q2(τ)− q3)e
δ(τ−T )dτ) (48)

As before, for t ≥ T , the term αη2[...] with t = T , which we will call a3(T ), stays constant

and only the term (1 − α)η2e
−δ(t−T )[...] with t = T (henceforth, b3(T )) further depreciates,

resulting in b3(T )e
−δ(t−T ) for t > T .

Moreover, from t = T on (Phase 4), there is no further anthropogenic CO2 emitted in

the atmosphere. Therefore, total pollution at t with t ∈ [T ,∞) is:

V phase 4(t) = a1(t3) + a2(T ) + a3(T ) + b1(t3)e
−δ(t−t3) + b2(T )e

−δ(t−T ) + b3(T )e
−δ(t−T ). (49)

Figure 3 shows the atmospheric pollution over time that results from the different extrac-

tion scenarios, under the assumption that α = 0.25. As t approaches infinity, the atmospheric

polluting stock of anthropogenic carbon converges to V (t → ∞) = 625. This is because a

fraction (1 − α) of the anthropogenic carbon stock depreciates from the atmosphere over

time. Moreover, in the case of a capacity expansion (an increase in q3) and tax on the high-

cost exhaustible resource, the peak of accumulated pollution is clearly lower than in the base

case, while for subsidization of the green energy and for a tax on the low-cost exhaustible

resource, it is quite similar to the base case. Regarding the tax on S2, this is because emis-

sions are postponed (T is very large) and therefore the time path of the pollution stock is

flatter. Regarding the capacity expansion scenario, pollution is slightly higher in the begin-

ning such that due to the constant decay rate, more carbon has already depreciated from

the atmosphere when the peak of the atmospheric pollution stock is reached.

Based on the pollution paths, the welfare effects of the different policy measures are

calculated and compared. Analogous to the previous section, if the damage function C[V (t)]

is linear, say C[V (t)] = θV (t), and using the above notation together with equations (46) -
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Figure 3: Accumulated pollution of policy scenarios compared with base scenario and positive
decay

(49), the integral of the stream of discounted damages over all phases is

D(t0) =

∫ t3

0

e−rtθ[a1(t) + b1(t)]dt+

∫ ∞

t3

e−rtθ[a1(t3) + e−δ(t−t3)b1(t3)]dt

+

∫ T

t3

e−rtθ[a2(t) + b2(t)]dt+

∫ ∞

T

e−rtθ[a2(T ) + e−δ(t−T )b2(T )]dt

+

∫ T

T

e−rtθ[a3(t) + b3(t)]dt+

∫ ∞

T

e−rtθ[a3(T ) + e−δ(t−T )b3(T )]dt (50)

where the first line describes the stream of discounted damages of the first period emissions,

the second line those of the second period emissions and the third line those of the third

period emissions until infinity.

Inserting the values of the numerical analysis into equation (50) allows us to directly

compare the welfare effects of the different policy scenarios with the business as usual case.

Under the linear damage function, comparing the discounted damages of the period between
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0 and infinity for the different policy scenarios as previously gives

Dtax 2(t0) ≤ Dsubsidy(t0) ≤ Dtax 1(t0) ≤ Dbase case(t0) ≤ Dcapacity(t0). (51)

In contrast, with the convex damage function (45), we obtain a somewhat different rank-

ing of the discounted stream of damages for the different policy scenarios:

Dtax 2(t0) ≤ Dtax 1(t0) ≤ Dsubsidy(t0) ≤ Dbase case(t0) ≤ Dcapacity(t0). (52)

As before, three of the four policy measures are welfare increasing compared to the laissez-

faire situation. Again, only a capacity increase of the renewable backstop leads to higher

damages compared to the base case. However, in the latter situation of positive decay rate

and a convex damage function, the damage order changes compared to the scenario with a

positive decay rate and a linear damage function, as well as compared to the other situations

previously analyzed. Here, a tax on the high-cost exhaustible resource reduces damages the

most compared to the base case, whereas subsidizing the green product is the third-most

effective instrument. This might be because in the subsidy scenario, emissions are higher in

the beginning, and therefore damages, due to the underlying convex damage function, are

relatively higher than with the linear damage function.

The generally poor performance of the capacity increase scenario has been found, in the

light of Gerlagh (2011)’s definition of a strong green paradox. A relaxation of the capacity

constraint of the green substitute leads not only to an increase in the near-term emissions

but also to an overall welfare loss for society and, therefore, a strong green paradox occurs.

Such a capacity increase might result from technological progress (e.g., second-generation

biofuels), but can also be induced by similar policy measures (e.g., when the government

allows import of a biofuel previously banned from the market). This green paradox result is

summarized in Proposition 8.

Proposition 8: Numerical simulations show that a capacity expansion of the green en-

ergy substitute leads to a strong green paradox since it reduces social welfare compared to the

laissez-faire case.
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5 Policy relevance

The model presented in this paper exhibits a considerable degree of flexibility and is able to

capture various current problems. To illustrate this broad applicability, this section provides

evidence that supports this paper’s approach, showing that it is highly relevant. In addition

to the oil market application mentioned in Section 4, this sectionshows, by way of illustra-

tion, that the model can also be used to analyze the transformation of the electricity sector.

As already shown in Section 4, a natural application of our model is an oil market with

conventional and unconventional oil as well as biofuels as the clean substitute. The cost

structure and environmental impacts may be stylized as it is done in Section 4. The con-

sideration of two rather than one “dirty” resource is supported by the recent emergence of

unconventional carbon resources such as extra heavy oil, oil sands, and oil shale (Gordon,

2012).19 Extracting oil from unconventional sites is more costly as well as more energy inten-

sive and, thus, unconventional oil has a different CO2 emission intensity and cost structure

than conventional oil. The modeling framework applied here is well suitable for capturing

this issue. Specifically, beside different technological problems, biofuel production raises

sustainability and food security concerns in that there might not be enough suitable land

available for biofuel production and, even if there were, using it for that purpose might seri-

ously compromise food production. Thus, it seems to be the case that there is a constraint

imposed on the share of green energy production. The share of biomass from global primary

energy supply is currently about 15%. This, however, is to a very large extent attributable to

so-called “traditional biomass” - the use of firewood, charcoal as well as agricultural residues

(IEA, 2012). The share of biofuels in global road transport, however, is merely 3% and

several problems indicate that it is more than reasonable to assume that biomass is not a

backstop technology that can be used without constraints.20 A core result of the theoretical

as well as numerical analysis is the negative evaluation of the capacity expansion scenario.

Therefore, the enormous biomass potential can be a considerable problem. In light of these

findings, transport sector policies such as blending mandates must be analyzed carefully

regarding possible green paradox effects.

19This might also be seen as an approximation of an increasing (instead of flat) marginal cost curve.
20Even though projections certainly indicate that there is a vast potential for biomass (for example, unused

and surplus land, has the potential of about 550-1,500 EJ biomass production in 2050 (IEA, 2011)), the way
to exploit this potential is nevertheless long and stony. To mention just a few of the challenges, crop yields
need to increase considerably, and substantial parts of grassland need to be converted. In addition to that,
IEA (2011) points to regulatory requirements and stresses the importance of ensuring that food security is
not compromised (see also Sinn, 2012).
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The already mentioned electricity sector is another possible application of our model.

There is a similar situation present as in the fuel market example: electricity is generated

from both different “dirty” and exhaustible conventional resources as well as green ones si-

multaneously - despite the fact that renewable energy is considerably more expensive than

electricity conventionally produced. Widely discussed topics like climate change, energy se-

curity or resource scarcity increase the attractiveness of using renewable energies such as,

for example, wind or solar power rather than (or at least in addition to) coal or gas. In

consequence, policy instruments such as feed-in-tariffs are in place in many countries. For

example, Germany generates 20% of total electricity from renewable sources such as wind

and solar and the European Union aims at reaching this share even at the European level.

Clearly, there are limits to increasing this share.21 In other words, assuming that a back-

stop resource for electricity generation is unrestrictedly available would be problematic. The

results of our model, however, indicate that, for example, feed-in-tariffs are not without

problems (weak green paradox) but may have positive long-term effects.22

There are even more ways of interpreting our model. An example is nuclear energy - a

“conventional”, but carbon-free energy source, which is capacity-constrained by both tech-

nological as well as political restrictions. More generally, in contrast to the case where the

renewable energy is clean, the case where the backstop technology is dirty, however, is also

of interest (see, e.g., van der Ploeg and Withagen, 2012a). Regarding a dirty backstop, one

might think of coal, which might be used to produce electricity, but also of fuels produced

with coal-to-liquids technologies.

These reflections bear impressive witness to the broad applicability of this paper’s model.

It is fairly obvious that applications of this model make an important contribution to current

energy policy debates. In a nutshell, the model applied in this paper can capture different

situations that are currently present. At the same time, the results obtained in this pa-

per clearly indicate that neglecting the important feature of capacity constraint backstop

technologies can lead to wrong policy decisions.

21For example, substantial adjustments of the electricity transmission network are required. What is
more, finding solutions for the related problems of intermittent renewable energies and the considerable
lack of storage facilities is anything but easy. In addition to these technological challenges, there are also
important regulatory ones. The requirement of backup power plants to guarantee network stability sparked
the debate on an entire redesign of electricity market - see the discussion on so-called capacity markets
(IEA, 2012). Since the present paper only focuses on the supply side production decisions of energy goods,
a further consideration of those topics would be beyond the scope of this paper.

22A detailed analysis of possible green paradox effects in the electricity market requires a corresponding
calibration of the numerical model.
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6 Summary and conclusions

This paper addresses the considerable difficulty of decarbonizing the economy and analyses

the behavior of agents, especially regarding the supply side of energy production, to obtain

a clearer understanding of how various policies may affect the energy markets. The model

applied in this paper has two important features. First, it encompasses three different re-

sources with different extraction costs. One of these resources is assumed to be “green” and

capacity-constrained.23, as it has been demonstrated in the previous section. Second, the

model allows resources with different extraction costs to be used simultaneously. These two

features distinguish this paper from the majority of recent work on climate policies.

Based on the partial equilibrium model of Holland (2003), we analyzed the effects of

different climate policies on an energy market characterized by several cheap but dirty fuels

and a green but expensive and capacity-constrained substitute, with particular reference to

the concrete fuel market. After an implicit determination of the endogenous variables, we

analyzed the effects of four different policy scenarios on supply-side extraction and produc-

tion behavior, as well as the resulting energy price path, using a comparative static approach.

The analysis was complemented by a numerical section in which the model and its results

were illustrated concretely. Additionally, an extensive welfare analysis was conducted us-

ing various specifications for the amount and development of anthropogenic carbon in the

atmosphere as well as alternative specifications of the environmental damage function. We

tested our comparative static results for three different types of green paradox: the weak

green paradox of Gerlagh (2011), which involves a short-term increase of carbon emissions;

the overall green paradox, which occurs when the overall extraction duration of all available

fossil fuels is shortened; and the strong green paradox (Gerlagh, 2011), which arises when

overall welfare decreases as a consequence of a policy measure. We found a weak green

paradox for subsidization of the green energy, and both a weak and a strong green paradox

for capacity enhancement.

The basic point of a green paradox can be simply summed up as “good intentions do not

always breed good deeds” (Sinn 2008). Or, more specifically for our paper, a green paradox

arises when a policy measure intended to slow down resource extraction so as to increase

overall social welfare achieves the exact opposite effect. This basic effect can occur via vari-

ous channels, including intertemporal, spatial, technological, or extraction order effects (for

23The “backstop” literature usually assumes that at a certain point in time, a backstop technology becomes
available as well as competitive and that from then on all energy is generated from this “green” resource.
Such an assumption fails to reflect the reality
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more details, see, e.g., van der Werf and Di Maria, 2011). Intertemporal effects were pointed

out in Sinn (2008), referring earlier analysis of firm’s extraction decisions in anticipation

of future tax changes (Long and Sinn, 1985).2425 A technology-induced green paradox was

pointed out in Strand (2007). For our analysis, the intertemporal as well as the extraction

order effect are important. The intertemporal effect can be found both for subsidization and

capacity enhancement of green energy goods. In either case, the policy measure decreases

future resource rents and therefore increases the (short-term) extraction speed of fossil fuels.

We find an extraction order effect by using Holland (2003) basic conditions for a cost reversal

to occur. Moreover, as illustrated by our oil market example, a policy that delays production

of the green substitute can also be seen as a green paradox in the extraction order sense,

which is exactly what occurs in the capacity enhancement scenario.

Even though our green backstop was pared down to its most simple form and did not

include, for example, the possibility of a gradual relaxation of the capacity constraint or

any uncertainty about its success, we found unambiguously that the existence of a capacity

constraint on the green substitute technology casts doubts on the welfare effects of some

policy measures that intend to reduce carbon emissions (to transfer them into the future)

or promote green energies. This is of significant consequence for policy advice. This feature

differentiates our results from the general conclusions of the existing green paradox litera-

ture. For a policymaker who wants to support green energy to reduce anthropogenic carbon

emissions, the welfare analysis implies that a tax on the high-cost exhaustible resource has

the best welfare effects. A subsidy for the green energy seems also to be a useful instrument

since it reduces the costs of production without crowding out the exhaustible resources. This

is the case due to the existence of a capacity constraint even if it leads to a weak green para-

dox. We find that a reneweable energy sector subject to capacity constraint, a characteristic

of green energy that we can actually observe, reduces at least to some extent the reliance on

exhaustible resource and thereby helps policymakers to implement effective climate policies.

However, if for example the production capacity of the green substitute becomes ”too big”,

the results could turn around and produce welfare decreasing effects since then, the green

24Sinclair (1992, 1994) pointed out that carbon tax should start at a high level and fall over time, contrary
to the usual policy prescription (Nordhaus, 2007). This is in the same spirit as Sinn (2008). Hwang and Mai
(2004) showed a green paradox result in a spatial model.

25While the model of Hwang and Mai (2004) does not deal with open economies, by endogenizing the
choice of a firm’s location, it is pointing out to a root of the Green Paradox: policy makers quite often fail
to take into account the full ability of firms or individuals to make spatial or intertemporal adjustments to
their plans in response to policy measures. The literature on “carbon leakage” is based on the same insight.
For example, the carbon-leakage model by Babiker (2005) assumes spatial competition among Cournot
oligopolists, a feature that has been exploited in modeling firms’ locational choice (Markusen and Venables,
1988, Markusen et al., 1993, 1994).
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technology is treated as a normal backstop by the resource owners, and anticipations of re-

duction in costs of this technology can induce rapid extractions of the exhaustible resources,

as shown by Strand (2007) and Hoel (2008).

However, the results of the welfare analysis show that the underlying parameters of the

model must be carefully considered when making recommendations to policymakers, since

different choices of parameter values will result in different effects and trade-offs. For ex-

ample, changing the time horizon or time preference rate might change the welfare order.26

To avoid the specific problems associated with finite time horizons, in the present model we

chose an infinite horizon so as to capture all socially relevant effects. Another point worth

emphasizing is that in the event of partial depreciation of the atmospheric stock of carbon

(which is the real-world situation), the two parameters δ and r work in the opposite direction

when it comes to their policy implication: a higher discount rate r may tend to imply pol-

icy action that postpones carbon extraction so as to push the damages far into the future,

whereas a higher decay rate δ might even induce a shortening of the extraction period.27

Consequently, with δ > 0 and r > 0, we have a trade-off between these two parameters. The

longer we can postpone extraction, the lower tend to be the damages due to the positive

social discount rate. On the other hand, the higher the current emissions, the higher the

future absolute depreciation in the atmosphere. Moreover, the analyzed policy measures are

comparable only under certain conditions because our energy market model is, by necessity,

only partially reflective of reality and does not cover all possible social consequences or nec-

essarily offer first-best policy options.

Another limitation of our model is that we modelled the cost structures as well as the

capacity constraint in a very simple way. However, both simplifications are widely used in

literature and accepted as approximations for more elaborated cost and capacity structures

actually observed in energy markets. The two exhaustible resources with different cost struc-

tures can be understood as a single energy good which becomes more difficult to produce

(both more costly as well as more carbon intensive) with increasing scarcity. Since we need

two exhaustible energy goods to illustrate our oil market example, this is another reason for

introducing two exhaustible resources instead of only one. Moreover, we abstained from in-

troducing a more realistic capacity constraint of the renewable energy good since our simply

constructed capacity constraint is sufficient to demonstrate the mechanisms and implications

we are interested in. A more realitic formulation of capacity constraint may be is possible,

26One might argue, for example, that politicians have a relatively high time preference rate, or short time
horizons.

27This is because δ is a constant rate of decay: the higher the emissions per period of time, the higher the
absolute decay in the following periods and the faster it converges towards C[αV (t)].
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based on a convex cost structure. However, under a suitable specification, the results would

not differ, only the calculations would be more complex.

Our approach should thus be viewed as a first step toward analyzing the complexity

of energy markets comprised of a variety of energy goods with a special focus on capacity-

constrained green backstops. To our knowledge, this very important aspect of energy markets

is mostly ignored in the literature. One interesting possibility for future research would be to

discover first-best energy policies in a general equilibrium model with capacity-constrained

energy sources. It would be interesting to analyze the policy measures and resulting trade-

offs in a model that includes growth of the available green energy. Another interesting idea

would be to derive socially optimal investments in green capacity technology with an endoge-

nous capacity constraint. Moreover, a closer look at the green substitute is needed, which

could be attained by analyzing, using a model with an exogenously increasing green capacity,

the trade-offs in the extraction and production decisions of various energy suppliers. Further

important topics that need more attention are strategic interactions as well as the impact of

uncertainty on policy action.

APPENDIX

In this Appendix, we identify conditions for the parameter values such that T is exactly

equal to t3, Phase 2, collapsing to a single point. If T = t3, then from time t3, energy supply

comes both from deposit 2 and from the clean energy sector (deposit 1 having been exhausted,

we have identical starting-times of clean energy production and extraction from the high-cost

deposit with T = t3). As defined before, the time at which deposit 2 is exhausted is called

T . At T and from then on, the price of energy must equal p ≡ U ′(q3) ≡ ϕ(q3). During the

time interval t ∈
[
t3, T

)
, the Hotelling rule must hold for deposit 2:

(p(t)− c2) e
−rt = (p(t3)− c2) e

−rt3 =
(
p
(
T
)
− c2

)
e−rT ≡ (p− c2) e

−rT .

From this equation, the explicit price path between t3 and T as well as the extraction duration

can be determined. With p(t3) = c3, it follows that the length of time it takes for the price

to rise from c3 to p is

x =
1

r
ln

[
p− c2
c3 − c2

]
where x is defined as

x ≡ T − t3.
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Moreover, for all t ∈
[
t3, T

)
, the price path is

p(t) = c2 +
(p(t3)− c2) e

−rt3

e−rt
= c2 + (c3 − c2) e

r(t−t3).

From this, the total demand for energy over the time interval
[
t3, T

)
can be determined as

∫ T

t3

D [p(t)] dt =

∫ T

t3

D
[
c2 + (c3 − c2) e

r(t−t3)
]
dt.

Then, we use x ≡ T − t3 and the substitution τ = t− t3 to obtain∫ T−t3

0

D [c2 + (c3 − c2) e
rτ ] dτ ≡

∫ x

0

D [c2 + (c3 − c2) e
rτ ] dτ .

Total demand must be met by total supply, which is the output of the clean energy sector

and extractions from deposit 2:∫ x

0

D [c2 + (c3 − c2) e
rτ ] dτ = xq3 +

∫ x

0

q2(τ)dτ (recall τ = t− t3).

It follows that if S2 is just equal to a threshold value Smax
2 (∞) defined by

Smax
2 (∞) ≡

∫ x

0

D [c2 + (c3 − c2) e
rτ ] dτ − q3

r
ln

[
p− c2
c3 − c2

]
,

then t3 is indeed the time at which deposit 2 begins to be extracted (and sold at price

p(t3) = c3 at that moment), and the time at which deposit 1 has just been exhausted.

Can we determine time t3 in this case? Analogous to the above, since over the time

interval [0, t3) deposit 1 is being exploited, the Hotelling rule applied to deposit 1 must hold

with equality for all t ≤ t3 :

(p(t)− c1)e
−rt = p(0)− c1 = (c3 − c1)e

−rt3 .

Rearranging gives us the price path between t = 0 and t = t3 and, under the consideration

that total demand must be met by total supply, we obtain∫ t3

0

D
[
c1 + (c3 − c1) e

−r(t3−t)
]
dt = S1.

This equation determines t3 and hence p(0) as functions of S1 (given the assumption that

S2 = Smax
2 (∞)). We summarize the results for this razor’s edge case as Proposition 1.
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Proposition: (Razor’s edge case) If the size of deposit 2 is equal to the threshold

value Smax
2 defined by

Smax
2 ≡

∫ x

0

D [c2 + (c3 − c2) e
rτ ] dτ − q3

r
ln

[
p− c2
c3 − c2

]
,

where

x ≡ 1

r
ln

[
p− c2
c3 − c2

]
,

then the equilibrium time path of extraction is continuous and consists of three phases:

Phase 1 (the time interval [0, t3)): The whole market is supplied from deposit 1 only:

Q = q1. This deposit will be exhausted at time t3, where t3 is the solution of∫ t3

0

D
[
c1 + (c3 − c1) e

−r(t3−t)
]
dt = S1.

At time t3, the price of energy is p(t3) = c3.

Phase 2 (the time interval
[
t3, T

)
): The whole market is supplied from both the high.cost

deposit (deposit 2) and the clean energy sector: Q = q2 + q3 where q2(t) > 0 for all t in[
t3, T

)
. The length of this phase is equal to x. At time T , the price of energy is p, and deposit

2 is exhausted.

Phase 3: After time T , the whole energy market is satisfied by the clean energy sector:

Q = q3.
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