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1. Introduction

Small and medium enterprises (SMEs) faced incredgédulties to tap bank credit
during the global financial crisis. But do all dfeim face increased difficulties in a similar
fashion? We study the role of bank organization doashks’ financial health in the
propagation of shocks to the supply of credit talsaBMESs. In contrast with the majority of
research in this field, we take a national perspe@nd study whether banks implemented a
“flight to headquarters” effect in the supply okdit to SMEs. In particular, using a unique
hand-collected dataset containing detailed infoilwmabn all bank branches in the UK and
information on banks’ headquarters, we study howatian in banks’ financial conditions
(i.e., bank health and the availability of core al&fs) in the vicinity of a firm impacts on the
supply of bank credit. We examine the presence egfional heterogeneity in credit
constraints with respect to the experience of ShiEfe manufacturing industry in the UK
during 2004-2011, four years leading up to the gldmancial crisis and four years after.
Our focus on SMESsin the manufacturing industrfesesponds to the widespread concern in
the UK regarding the continued difficulty SMEs faoeobtaining external finance after the
2008 financial crisis. This is in sharp contrasthie early to mid-2000s in which credit was
more widely available (Armstrong et al.,, 2013). Orggional analysis provides an
explanation for the substantial variation of SMEBdmg across Britain’s Postcode Areas as
documented by the British Banker Association (BBAP013.

It is well-known that banks specialise in overcogimformational problems and
other frictions in credit markets (e.g., Diamon®&4) or Freixas and Rochet (2008)).
Informationally opaque SMEs may face difficulties dubstitute bank credit for alternative
sources of external financing. Accordingly, the lbaending literature predicts that SMEs
will suffer disproportionately from the disruptiam the supply of bank credit. Moreover, the
change in the supply of bank credit in reactior toommon external negative shock would
be heterogeneous across banks: the financial strefdpanks would influence the extent to
which individual banks could withstand the shock&ghyap and Stein, 1995, 2000;
Bernanke, 2007). Popov and Udell (2012) have shinanhfirms in transition economies that

1 At the start of 2011 there were around 4.5 mill®MEs forming 99.9 per cent of all businesses, @ctiog
for over half of private sector employment and hebalf of all private sector turnover (BIS, 2012).

? Manufacturing is the third largest sector in the Btonomy in terms of share of UK Gross DomestiaiBca

In 2009, it generated 11% of gross value addedesepted over 8% of total UK employment, and cboted
74% of all business Research and Development aed5®%o of exports (BIS, 2010; CIS, 2011).

* Participating lenders in the SME lending datasetsliphed by BBA are Barclays, Lloyds Banking Group,
HSBC, RBS (including NatWest), Santander UK anddéidale & Yorkshire Bank<Collectively, these
institutions account for about 60 per cent of beemiding to SMEs.



have more healthy banks within their vicinity factsver credit constraints during the
financial crisis. We extend this line of reasonimgfocusing on how the impact of banks’
financial conditions in the vicinity of a firm depés on the banks’ organizational structure in
that vicinity. Our focus is therefore on the impa€tinherent spatial characteristics of the
branch banking system and on the capacity andngilkess of banks to specialize in SME
lending across a large country during the advettefinancial crisis.

There is strong evidence that retail banking markee local in nature (Degryse and
Ongena, 2007; Cohen, and Mazzeo, 2007). The gemigepsegmentation of the credit
market for SMEs is not a unique feature for unihlag; it is also relevant for branch
banking systems (Dow and Rodrigues-Fuentes, 1$9@hlems of asymmetric information,
agency and uncertainty in relation to SME lendimctade the geographical “closeness” of
banks and firms. Two types of “closeness” are hypsized to be relevant, namely the
proximity between bank branches and borrowers @jmeral distance) and the proximity
between bank branches and the bank's headquanectinal distance). While the
importance of operational distance lies on the cédn of the principal-agent problem
between local branch officers and SMEs, that otfiamal distance is on the mitigation of
the principal-agent problem between local brandltcefs and senior officials at upper layers
within the bank organization. All in all, the brdmbanking system is inherently spatial on
both dimensions of closeness and the branchingstrfrcture. The characteristics of local
markets would affect the function of nation-wideddoncal banks with respect to the credit
creation towards SMEs, leading to the spatial cBffiiiation of the access to bank credit.

The impact of the banks’ local market charactargstin the access to bank credit of
SMESs, however, would vary across normal times amglsctimes. In normal times, when
banks can raise funds directly and cheaply in wdadée markets, the reliance of banks on
branches to raise core deposits for supply of trady be less prominent (Dewally and Shao,
2014). The normal flow of loanable funds will dedemn normal economic conditions and
the risk appetite of the banks. The situation dy@nfinancial crisis could be considerably
different. With the withdrawal of liquidity in thater-bank market, banks’ financial health
and the availability of loanable funds are expedi®dlay a more important role in the
sensitivity of banks’ provision of credit to SMBscreased risk perception could influence
the willingness and the terms on which banks aepamed to lend. This could translate into
selective deleveraging of bank lending, resultimg “flight to quality” or “flight to
headquarters” effects. One version of “the flightauality” argument is that following a

negative aggregate shock banks contract theirtdedmaller and riskier firms, whereas they
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accommodate the increasing credit demand of laagdrsafer firms (Lang and Nakamura,
1995; Bernanke et al., 1996). Banks could alsolaysa “flight to headquarters” effect even
within a country. For example De Haas and Van H¢2813) show that multi-market banks
withdraw less from markets that are relatively sdbin a geographic sense or in terms of
lending relationship. Since the closeness bearsoiitapt implications for the intrinsic
capacity of banks in handling principal-agent peoh$ involved in lending, the prioritization
toward markets which are “close” would be an effectway to overcome increased
information asymmetries and uncertainty at timesriges (Cetorelli and Goldberg, 2012).
Moreover, as the intrinsic capacity of banks indieng principal-agent problems involved in
lending has direct implications for the sustainapibf the bank-borrower relationship, such
prioritization would also reflect banks’ effort toninimize the negative impact of
deleveragingiapreserving the “franchise” value of future busines&ore” markets.

In this paper, we take these issues to the datahypethesize that local banking
market characteristics influence the credit comsisafaced by SMEs. We further examine
how the organizational characteristics of bankgha vicinity of the firm influence the
manner through which banks’ financial conditione propagated across localities. We study
whether the recent financial crisis and the subsegrecession would alter or/and magnify
the impact. Finally, to investigate the extent taah “flight to headquarters” effect prevails,
we test whether firms with lower likelihood of disss are less likely to suffer from the
heterogeneous propagation of the financial streafjfanks across localities.

Our main findings can be summarized as followsstFa higher functional distance
between branches and headquarters leads to loesit supply during the financial crisis.
Second, banks’ local financial conditions (i.e.nkéealth and funding structure) do not
influence bank credit supply in the period runnumto the crisis. These results are different
during the financial crisis. In particular, firmsitlv in their vicinity banks with stronger
financial conditions face a smaller bank credit stomint when the functional distance
between branches and banks is small. Third, weotifimd evidence for a “flight to quality”
effect but document a “flight to headquarters” effe

The character of the UK banking market is well ediifor our investigation. As the
result of the inter-related process of deregulatiechnological innovation, and consolidation
in the last two decades, the UK banking systembeas transformed from a decentralized
system into a centralised system (Mason, 2010).i0Rafyand local banks have largely
disappeared, and the supply of finance to SMEsrasiged through the branch banking
systems of a small number of major nation-wide Bams a means of reducing operating
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costs and tightening control over credit risk, éarmtion-wide banks have rationalized branch
networks, and concentrated the decision-makinghe head office (French et al., 2008;
Appleyard, 2013). The large-scale bank branch matipation during 1989-2003 has led to
the shrinkage of the number of bank branches itaBriby over one-third. While this
rationalization programme slowed down from 2005 ards, it accelerated again due to
Mergers and Acquisitions among some major naticsewbanks. The closure of branches
bears a spatial dimension: the net drop in brandtassbeen most pronounced in more
deprived and ethnically diverse areas (Leyshorl.e2@08; French et al., 2013). Moreover,
most of the authority of lending decision was wrdnn from the loan officers of remaining
local branches and assigned to a few central deemsiaking centres. While it can be argued
that such centralization is a natural outcome ofipetition between financial institutions and
will lead to a more efficient allocation of finaatiresources, the counter-argument is the
potential negative impact on the access to bantthbgnfor firms located in the peripheral
areas in general and SMEs in particular. Theredeesh a heated debate on the extent to
which such centralization process would exacerbdie regional differential in the
transmission of national monetary policy and seéovencrease regional disparities (Dow and
Montagnoli, 2007). The argument is provoked everth&r by the publication of BBA in
2013, which, for the first time, discloses the &adjspersion of SME lending across Britain’s
Postcode Areas.

The analysis of the existence of regional diffeenm bank credit supply faced by
SMEs raises the classic problem of disentanglingatel and supply effects. The significant
countercyclical component in credit demand wouldgast an increase in the demand for
short-term bank credit in an economic downturnvettiby borrowers’ motivation to smooth
the impact of cyclical variation in income on pratlan through external finance (Bernanke
and Gertler, 1998) However, the demand for credit could shift dowrdgaduring the
financial crisis due to a worsening in economic extptions and therefore a decreased
willingness to run into debt (Dow and Montagnol@0ZY. One approach to isolate demand
and supply effects in credit constraints has bearsé survey data containing information on
whether firms need loans, loan applications andkbdecisions (Popov and Udell 2012;
Ongena et al., 2013; Beck et al., 2014; Presb#erd., 2014). Another approach has been to

* Indeed, a small business survey carried out byDtapartment for Business, Innovation and Skills (BIS
documents that SMEs in the post-2008 financiaicpgriod exhibited an increased likelihood of gpyp for
external funding as well as an increased needifian€e for working capital and cash flow, relattee2006-
2007.

> Deloitte CFO Survey indicates that CFOs of the UKisyest companies demonstrate a cautious attitude
toward taking additional risk onto their balanceets in the post-2008 period.



use credit registry data in countries where mudtiphnking relationships are common in the
SME sector and apply firm fixed-effects to contfot demand (Gan, 2007; Khwaja and
Mian, 2008; Jiménez et al., 2014). An alternatigpraach is to apply a disequilibrium model
to endogenously identify credit constrained firimatthave bank credit demand unsatisfied by
bank credit supply (Atanasova and Wilson, 2004;bGaralverde et al., 2009; Carbo-
Valverde et al., 2012). In this paper, we followlifierent but complementary strategy in the
spirit of Kashyap et al. (1993). We measure theeeof supply-driven credit constraints by
the relative changes of bank lending to non-bankcas of short-term funding of SMEs. The
identification strategy rests on the insight tha monetary shock that operates through an
output-induced effect on credit demand would inficee the demand for all types of funding,
while a monetary shock that operates through a bemding channel affects the supply of
bank debt only (Oliner and Budebusch, 1996). Comsety, the greater use of substitutes to
bank credit can be interpreted as the existenoeealit constraints driven by the variation in
the supply behaviour of banks (Demiroglu et al12)0 Arguably, the fraction of bank credit
as the percentage of overall external funding lietder proxy for the supply status of bank
credit than the interest rate on loans. Thiseisause such a financing mix variable aggregates
the overall economic cost of bank credit, relativéts alternatives, including the availability,
the price and non-price terms and conditions (Kaphgt al., 1993; Sufi, 2009; Kahle and
Stulz, 2013). Indeed, as indicated by Leary (20083, linkage between bank creditmarket
segmentation and funding structure may be more pshadentified by studying the
differential impact of a shift in loan supply oretfunding structures of firms with access to

different segments of the credit market.

Our paper relates to two strands of literaturestFit links to the literature on bank
organization and the spatial dimension of SME aztedank lending. SMES’ access to bank
credit is often based on soft information which caaither be easily stored or transmitted
over long distances, nor be easily verified by aryelse other than the person who produces
it (Udell, 2009). The physical presence of banknblees in the vicinity of SMEs enables loan
officers to collect soft information about theirrbmwvers at a lower cost; facilitates loan
officers to use their knowledge of the local comityto better evaluate managerial skills,
integrity, and strategic decision making (UdellpQ)) eases agency problems via stepping up
on-site monitoring and relationship building (P#ky and Wang, 2010); increases the
utilisation of non-price terms and conditions toeWall the emergence of default risk

(Prilmeier, 2011) and allows the use of various-nontractual levers to enforce contracts
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(Rajan and Zingales, 2003). In sum, physical priyimf bank branches to SMEs constitutes
a necessary condition for mitigating the principgent problem between local branch
officers and SMEs and allowing for the reduction @kdit constraints (Agarwal and
Hauswald, 2016)

A shorter physical proximity between bank branchésre the soft information could
be gathered, and the headquarters of branches wWierentre of decision-making on funds
resides could alleviate the internal agency cosltiwthe organization in communicating soft
information. The presence of informational disecoies of scale makes it difficult to
transmit soft information to others over long dmtes or within large and complex banking
organizations (Williamson, 1988; Stein 2002). A rsép distance between branches and
headquarters could strengthen the trust and impiteveuality of the communication of soft
information between local branch officers and uplagers officials. This leads to higher
capacity of upper layers officials to act on saformation in the provision of credit to SMEs
(Liberti, 2004; Degryse et al., 2009; Alessandetial., 2010). As a result, local branch
officers that are located closer to the headquaees more likely to invest in gathering soft
information (Canales and Nanda, 2012; Agarwal ardigwald, 2010). This implies that
regions and branches within a branch banking systemot necessarily face a horizontal
supply of funds (Dow, 1992). The supply curve addit differs across regions in the degree
of inelasticity, implying that borrowers located different regions, despite of similar
characteristics, will face different bank financempiums, bank credit rationing thresholds
and bank lending standafds

Second, our paper also relates to the literaturh@rransmission of financial shocks
across markets and countries in various economaumstances. The empirical evidence
shows that a shock to the financial condition akpabanks may transit into a contraction of
credit supply of its subsidiaries/branches acrassidr or/and within a nation (Peek and
Rosengren 1997; Popov and Udell, 2012). Moreovabsigiaries/branches of different

parent banks are affected differentially, dependingthe capacity of their parent banks to

® Close proximity of bank branches to borrowers mag grovide additional market power to the lendiagk
(Degryse and Ongena, 2005; Alessandrini et al.9200

’ This does not rule out the possibility of grantsmme autonomy to local officers which are distaotrf the
headquarters. Such empowering is more likely te tallace in normal times when te& postobservation of
problem loans is lower and the perceived benefit detentralization is larger. However, rebounded
centralization of decision-making may happen durandinancial crisis as evidenced by The Institufe o
Chartered Accountants in England and Wales sur(2389 and 2011) with senior partners in the leadikg
network accountancy firms who are responsible fdESssues. The analysis shows the loss of pow&MIES’
relationship managers to approve credit applicatairiocal level in the post financial crisis pelio



insulate the provision of credit supply from thesk (lvashina and Scharfstein, 2010; Chava
and Purnanandam, 2011; Jiménez et al.,, 2012; lyex.e2014). Banks also appear to
deleverage its supply of credit in a heterogenaunasner across its subsidiaries/branches
(Cetorelli and Goldberg, 2012). More specificallhe multi-market bank retracts
disproportionally from markets which are distaminfrtheir headquarters and from those they
have no local subsidiatyPopov and Udell (2012) and Beck et al. (2014 wshimat firms
within the vicinity of healthy banks or relationptanks face fewer credit constraints during
the financial crisis, respectively.

The rest of the paper is structured as follows. skttion 2 we discuss our
identification strategy, present our empirical moded describe the construction of
variables. The data sets are described in Sectidfe3present the empirical results in Section

4 and report additional robustness tests in Seétidiinally, Section 6 concludes.

2. Empirical methodology and identification strategy

2.1. Credit constraints and local banking markets

We hypothesize that the characteristics of a Ibaaking market capture the capacity
and willingness of the branch banking system okbda deal with soft information-intensive
SME lending. We study how the impacts on SME creditstraints alter before and after the
financial crisis of 2008.

To do this, we first specify the following baselimodel and estimate it separately for
the pre-2008 and post-2008 period:

InY,, =a+a,X,,, +a,ECON,_, + BLOCALBANK _, + A +u, +&,
1)

whereY, is the degree of bank-credit constraints that firnoperating in manufacturing,

located at locality r, at time t faces. We empliog tatio of short-term bank debt over the sum

of short-term bank debt and trade credit (TC) asaerse indicator of credit constraints (for

& This phenomenon is recorded even in the syndidatat market which is generally believed to be retdy
informational transparent (De Haas and Van Horéa 32



short, FINANCING MIX)’. Definitions of all variables are in Table 1X,,_; is a vector of

time-varying firm-specific controt8. We follow the literature on the determinants iofs’

capital structure, on firms’ access to bank credlitd on firms’ access to trade credit to

determine X,,. Firm size (LNASSET, i.e. the natural logarithm a$sets) proxies for

expected bankruptcy costs, information asymmetredaby firms and the bargaining power
possessed by firms in their business relationsiys.expect that larger firms face lower
credit constraints and therefore show a higher NIRANG MIX (i.e. short-term bank debt
to short-term bank debt + TC ratio). We includeeagsingibility (TANGIBILITY, i.e.
tangible assets divided by total assets) as a pioxyhe availability of collateral. Higher
tangible assets lowers the probability of bankryptridges the information problem and
eases firms to seek bank finance. A greater irttem&rage ratio INTERESTCOVERAGE,
i.e. profit before interest paid divided by intdrespenses) facilities access to bank credit
since it reflects the capacity of firms to generdsh flow that meets short-term obligations
(Jone and Tuzel, 2013). Firms with a greater imtlernliquidity ratio
(INTERNALFINANCING, i.e. cash flow from operationdivided by the product of the
duration of the firm's cash cycle (CC&rnd the daily total operating cost) are expected t
have a higher proportion of bank credit since it anly reflects the capacity of firms to
generate net cash flow to cover its working cafitalalso captures firm profitability (Kremp
and Severstre, 2013). We further include the netiwatio (NETWORTHRATIO, i.e. total
shareholders’ funds divided by total assets) and tbash flow-to-debt ratio
(CASHFLOWDERBT, i.e. the ratio of operating cashwilover total debt). Because our focus
is on the short-term bank credit constraint, thpaot of the net-worth ratio and cash flow-to-
debt ratio cannot be determined a priori. A highet-worth ratio and cash flow-to-debt ratio
might reflect the relative higher capacity of firtesuse non-debt finance and long-term debt.
Therefore, they might be associated with a lowertsterm debt in general (Bougheas et al.,
2006). However, to the extent that a higher nettlwoatio and a higher cash flow-to-debt
ratio are associated with lower default risk, tleyuld facilitate the access to bank credit.
We proxy for growth opportunities by including ingible assets (INTANGIBILITY, i.e. the

ratio of intangible assets over total assets)poWalhg De Haan and Sterken (2006). Since

° We take the natural logarithm to account for kisveness as Demiroglu et al. (2012)

' The use of one period lagged values of independmiables has been recommended by literature asra m
transparent method to handle the concerns overetfegse causality and simultaneity in the empiraralysis
(Clemens et al., 2012).

' The cash cycle is measured by the sum of averagatory age and average collection period minusamee
payment period in line with Huang et al., (2011).
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intangible assets are mainly composed by firmsestmnent in research or development
activities and goodwill acquisition, higher intabigi assets would be associated with firms’
confidence with deriving economic benefits from tinwestment. Finally, we introduce
account receivables (TRADEDEBT, i.e. account reaglies over total sales). The impact of
trade debt on firms’ bank credit constraint is amp@ical issue due to the presence of two
contrasting forces. Firms stand in the middle dibess chain. If they sell and buy on trade
credit they would incur account payables as thgieat of the trade credit provided by their
suppliers and account receivables as the provifithveotrade credit offered to their buyers.
The empirical evidence in the trade credit literatsuggests that firms are likely to match the
maturities of the contract terms for their payatdesl receivables, and this will lead to a
positive association between trade credit extensiod trade credit demand (Bastos and
Pindado 2013). However, account receivables woaldided for invoice factoring or/and as
collateral for securing bank loans, and therefooildl influence firms’ access to bank credit
(Wu et al., 2011).

ECON,_, is a vector of controls that capture time-varyempnomic conditions at

the locality level. We use unemployment rate (UNBEIMRMENTRATE, i.e., the ratio of
the number of people claiming Jobseekers Allowdd8&) and National Insurance credits at
Jobcentre Plus local offices divided by total numbkpeople aged 16-64), at the locality

level.

LOCALBANK, is the vector of the characteristics of local bankinarket, our

main variables of interest. Three factors we account for are
OPDIS,_,,FUDIS,_, and HHI ._,. OPDIS,_, refers to time-varying locality-specific

operational proximity. We calculate it using théatcmumber of branches of individual banks
in a given locality divided by the surface areatld locality. We use it to proxy for the
closeness between local SMEs and local loan officHne literature argues this indicator is a

proxy for transportation and information costs l@hy borrowers and lenders (Alessandrini

et al., 2009).FUDIS,_; indicates time-varying locality-specific functiordistance denoting

the closeness between local loan officers and heathys. Following Alessandrini et al.

(2009) we first calculate the average driving tiafeboranches held by each bank in a given
locality r to the headquarters of each bank. We ti#ék natural logarithm. We then use the
number of branches of each bank in locality r asgrgage of total number of branches of all

banks in locality r as weight to compute the wesghaverage of functional distance of each

10
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locality*2. HHI,_, is the time-varying locality-specific HerfindaHirschman index (HHI).

We follow the literature and compute it using thare of branches held by individual banks
in each locality’. Finally, Ar is a vector of locality dummies to control for tisrevariant
locality-specific effects.U, is a vector of time dummies to account for timeyirag effects

that commonly impact each localitf,; is an idiosyncratic error term.

2.2. Local banking market characteristics and téwesimission of banks’ financial conditions

We next investigate the role of local banking marloharacteristics for the
propagation of banks’ financial conditions. We hyyasise that the access of bank credit for
SMEs is affected by the financial condition of bgnland distributed unequally across
localities due to the variation in the charactersstof local banking markets. We study
whether the recent financial crisis and the subsefjuecession introduce changes in the
impacts.

We specify the following empirical models and estiemeach of them over the pre-

2008 and post-2008 period, separately:

InY

irt

=a+a Xy +@ECON,, + SLOCALBANK ; + BFIN, ; +A4 +y + &,

2)
InY,, =a+a,X,,_,+a,ECON,,_, + B,LOCALBANK , ,+ B,FIN . ,
+ B.FIN ., * LOCALBANK , , +A +u, +&,

®3)

Y gpecifically,  the  functional  distance  of  locality r is  measured  via

distance of each branchof bank b at locality r to the headquaters,
branchesb.r*ln(2 f f Y d b

branchesp,

B :
Yh=1 ST branchespy . branches,, is the total number of

branches of bank b at locality r. B is the numbkibanks who have branches at locality r. Notablyr o
measurement of the functional distance is sligdiitferent from Alessandrini et al. (2009) since catculation
uses information on the postcode sector of branicheach locality and information on the postcodé af the
headquarters of each branch in each locality, tisgyinformation on the locality of branches and tifathe
headquarters of branches. As detailed later ondefimition of locality is the Nomenclature of Tiorial Units
for Statistics 3 level (NUTS3), their definitiontise province.

13 Since financial figures are not available at thenbh level, the information on the branch distiitiuis used
to calculate HHI, as is regularly done with regiothata (e.g. Degryse and Ongena, 2005).

11
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In addition to the covariates which we discussenhodel (1), FIN is a vector of

t-1
time-varying locality-specific bank financial cotidns. We include two indicators that have
been identified to be crucial for the heterogeneesponse of bank credit supply schedules
in the face of a negative shock: the capitalizatidrbanks and the use of market-based
sources of loanable fun@onaccorsi and Sette, 2012). We use the ratexaity over total
assets to proxy for capitalization (CAPITALIZATION)Io capture the extent to which
banks’ operation is subject to the drop of liquidih the markets for purchased funds, we
consider the proportion of consumer deposits olersum of total deposits and short-term
borrowing (COREDEPOSIT). Deposits are perceivedhasreliable and stable source of
funding (Berlin and Mester ,1999). Banks with ah@g proportion of deposits could shield
its borrowers from the effects of increases inrtbadeposit finance premium in the markets
for purchased funds (Black et al., 2007). Ivashémal Scharfstein (2010) document that
banks with more deposit financing show a smalledide in lending in the syndicated loan
markets following the recent financial crisis. Tiokl the financial condition of banks to the
locality, we construct a locality-specific bank fireéal conditions index, following Popov
and Udell (2012) and Ongena et al. (2013). We tietermine which banks are present in a
given locality and how many branches each bankrhtsat locality. Secondly, we collect the
consolidated balance sheet information of banksnfi®ankscope. Finally, we compute
locality-specific bank financial conditions indexng a weighted average financial condition
of banks in a given locality. We apply two diffetameighing schemes. The first employs
equal weight to each bank in each locality. Theiaggion behind this is as long as there is a
physical presence of the bank in the locality, rélggs how many branches the bank has,
firms located in this particular locality would Feequal opportunity of doing business with
this bank. In this case, the cross-locality vamatin the financial conditions index is
determined by the presence or absence of bankdacadty. The second weighing scheme
employs information on the ratio of branches oftebank in a given locality over the total
number of branches of individual banks in that lilgaBanks with more branches therefore
get a larger weight. The motivation is that firnmes/@ a higher probability of doing business
with banks that have a wider penetration in a gileality. In this case, the cross-locality
variation in the financial condition index comed woly from banks being present but also
from the importance of a particular bank in a givenality. We compute the financial

conditions index for each year of our sample penwihg year-by-year information on

12
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branches as well as banks’ financial condition®réfore, the locality-specific bank financial

conditions index also has time-variation.

The sign and significance of coefficients foIN,,_; and its interaction terms with
the characteristics of local banking market captieeimpact of financial conditions of banks
and its heterogeneity across markets with diffendratracteristics. In particulaf?s should

not be significantly different from zero if banksulibute its financial strength in supplying

credit equally regardless the characteristics afllobanking market. Put differently, a

statistically insignificant 85 implies a horizontal supply of funds across Id@si in a

branch banking system due to balanced intra-bamksflbetween bank branches and their

headquarters.

2.3. “flight to quality” or “flight to headquartei?

Finally, we investigate the extent to which theehegeneous propagation of financial
condition of banks across markets is driven byliglit to headquarters” versus a “flight to
quality” effect. Following Giannetti and Laeven (Z&), we argue that the difference
between the “flight to headquarters” effect and“thght to quality” effect is that the former
arises from banks' rebalancing of their loan ptidgotowards markets which are closer to the
headquarters, while the “flight to quality” effearises from banks' rebalancing of their
portfolios towards borrowers with lower likelihoad financial stress. Our empirical strategy
therefore is to test whether firms with lower likelod of financial stress would be less likely
to be exposed to the heterogeneous propagaticangiblocal financial conditions.

We estimate:

InY, =a+a,z, +a,X,,_,+a,ECON, , + BLOCALBANK , +B,FIN,

+B,FIN, ,* LOCALBANK,_, *Z, +B,FIN, ,* LOCALBANK ,*(1-Z, )+ A +u, +&,
(4)

where Z,, is a dummy variable equal to one if the firm i @cality r falls into the

category of having a lower likelihood of financ&tess and zero otherwise. We split SMEs
into high (i.e. HIGH) and low (i.e. LOW) likelihoodf distress category on the basis of
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Altman’s (1968) z-scoré and total assets. If the firm has a z-score (LNBBSwhich is
higher than the sample median in 2007, we treasia one who has a low likelihood of

financial stress and zero otherwise. The coefficiénrepresents the heterogeneous impact
on firms with lower likelihood of financial stressd 3, denotes the heterogeneous impact

on firms with higher likelihood of financial streskne difference betweef$; and 3, and the

significance of the difference captures the vasratietween the two groups.

A final comment about the dependent variable FINANG MIX is that while the
change in the composition of external funding idphg for distinguishing the credit
constraint driven by the variation in the supphhé&eaour of banks, Oliner and Rudebusch
(1996) emphasizes that such identification requifgs the potential substitution for bank
credit has to be practically available for SMEsd &). the potential substitution for bank
credit has to be a suboptimal choice relative ttkbaedit®. TC is an option to obtain short-
term credit provided by suppliers in conjunctioihwproduct sales. The manufacturing sector
is most likely to use bank credit as well as tradedit as it purchases a large part of
intermediate goods from their suppliers (Cunat, 780 Therefore, TC can be treated as the
predominantly available informal non-institutionakternal financE. However, several
disadvantage8 make TC unattractive relative to bank loaes,ante(Nilsen, 2002). Since
TC is lower down the pecking-order of finance tfiarmal institutional bank credit (Petersen
and Rajan, 1997), buyers will not exercise TC dipprtionally if they do not face serious

credit constraints. While large public firms carsealiquidity externally from capital markets,

14 We follow Sufi (2009) and calculate z-score usihg following formula: z-score=((3.3* operating fite
total sales+1.4* retained profit+1.2* working cajftotal assets)

> Another implicit assumption to serve our identifioa strategy is that trade credit has no spaiimedsion.
Given that the sample is of manufacturing companasl manufacturing is in the tradable sector the
assumption of the non-existence of a locality-dpesupply of trade credit is not implausible.

'*In the United Kingdom, 70% of the total short-tedetbt (credit extended) and 55% of the total cresieived
by firms consists of trade credit (Kohler et al00R). In 2004 it was 37% of total business asde#il(and
Wilson, 2006). 60.8% of firm’s outstanding credisvfrom suppliers (Aaronson et al., 2004). Simyla8l7% of
UK companies sold between 80% and 100% of theidgam credit, with one third granting credit on rgve
business transaction (Paul and Wilson, 2006). lk@pbpulation of manufacturing companies in the U&, on
average, exceeds the primary money supply by arfatttwo over the period 1977 to 2004, while thade
creditors to current liability’ ratio exceeded 7%5%@004 (Wilson, 2008; Paul and Wilson, 2007).

" The result from the SME Finance Monitor surveyha third quarter of 2011 shows that half of SMiEshie
UK use trade credit and retained earnings as sanfrdmance, the other half who use at least onenfof
external finance most commonly use banking fundaitiper loans, credit cards or overdrafts (BDRCLD0

¥ The disadvantages include the restriction of theaiginancing (TC is tied with the purchases obg® from
the suppliers), its short-term nature (the normaturity of trade credit is 30 days after delivettie significant
later payment penalties, the opportunity cost datext with a possible damage to the business oekttip if
the payment is made after the due date, and alpp@$screase in the selling price set by the sapp80 days,
31 to 45 days and 60 days are the most common nuohlzeedit days of TC for UK firms (Paul and Guextm
2009). Late payment penalties include an inteigst of 8% above the bank rate (Cunat, 2007).
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the literature on debt structure and trade credggests that TC is the most important
alternative sources of liquidity for informationallopaque SMEs when bank credit is
insufficient to satisfy firms’ demand for credi(Sufi, 2009; Demiroglu et al., 2012; Garcia-

Appendini and Montoriol-Garriga, 2013). Indeed, #mapirical literature suggests that the
demand for trade credit for finance is positivedyated to credit constraints (Nilsen, 2002;
Carbo-Valverde et al., 2012). Moreover, the sulbistih relationship between information-

motivated bank credit rationing and trade credipegys to become stronger once credit
market conditions deteriorate (Biais and Gollie®97; Petersen and Rajan, 1997; Nilsen,
2002; Mateut et al., 2006; Guariglia and MateuQ&0Yang, 2011; Demiroglu et al., 2012;

Huang et al., 2011).

4. Dataand descriptive statistics

Following the convention used by Eurostat and ofmopean Union bodies, we use
NUTS3 as our definition of localif). The construction of locality is based on the
classification of NUTS3 in 2063 The number of NUTS3 in 2003 in Scotland, England
Wales was 128. We construct our dataset from skdata sources. Our information about
firm-specific annual financial statements and tbstpode of registered address is collected
from Financial Analysis Made Easy (FAME). We follauK’s Companies Act 2006 and
define SMEs as entities that have an annual tumowge exceeding £25.9 million and that

have fewer than 250 employees by 2008. By doingneoensure firms we include in our

¥ The literature has identified several reasonsiti@ntivise suppliers to extend credit to bankoraeid firms.
Firstly, suppliers would collect and employ infortioa which is not available for institutional lernrden their
provision of trade credit (Petersen and Rajan 199&¢ondly, suppliers would gain a “liquidationvadtage”
through industrial knowledge and networks, which them in an advantage to banks in liquidating ®m
collateral (Fabbri and Menichini 2010). Also, sup@ may possess an advantage over banks by rnitighte
exposure to customers’ opportunism since tradeitcisdtied to specific good and services (Burkanda
Ellingsen, 2004). Furthermore, suppliers would fice the growth of their customers with trade créaiease
the constraint on their own growth (Schwartz, 197#)suppliers incur sunk costs in establishingibess
relationships, they would provide trade credit ides to keep their customers in business (PetexsdrRajan,
1997). Maintaining the customer—supplier relatiopskand promoting sales would become even mordatruc
for suppliers during an economic downturn (Boughetsl., 2009). If suppliers require cash paymentd
reduce trade credit to their main customers, tbasomers may switch their transactions to othppkers who
offer more trade credit (Tsuruta, 2014). Therefersupplier may extend trade credit to its custemeven if
they are credit constrained or suffering from ailility crisis.

% The Nomenclature of Units for Territorial StatistiNUTS) is a hierarchical classification of sahtinits that
provides a breakdown of the European Union's tegrifor the purposes of producing comparable regjion
statistics. NUTS identifies geographical areas serges of nested levels, with NUTS level 1 being largest
units, typically regions in the range 3-7m popuwafiNUTS 2 being in the range 800,000-3m populaind
NUTS 3 in the range 150,000-800,000 population.

*! There were adjustments in the NUTS3 classificaiticiiie UK in 2010.
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analysis were SMEs when the financial crisis stit#e use primary UK SIC (2007) code as
criterion for the classification of firms in the ma#acturing industry. We limit our sample to
SMEs in the manufacturing industry with primarydireg address or registered office address
in England, Scotland and Wales. We use the regidtaddress of firms to identify their
physical location. To ensure the consistency ofitf@mation we cross-check the registered
address of SMEs in FAME with that of the officiaKlgovernment register.

Data on the annual consolidated financial stateroémianks in the UK is gathered
from Bankscope. We include banks incorporated m K, guided by the list annually
published by the Financial Services Authority (FSA) avoid double counting, we exclude
those that appear to be the subsidiary of MajotigriBanké”* In the case of mergér we
replace the annual consolidated financial statenoénthe target bank with that of the
acquiring ban¥. The information on the postcode of the headqumageach bank included
in our analysis relies on information on the remistl address of each bank. We cross-check
the registered address of each bank in Bankscopethat in the official UK government
register to ensure the consistency of the inforomati

We collect the information on the location of braes of Major British Banks from
the Annual UK Clearings Directofy The Clearings Directory contains information pded
by clearing banks on the lists of offices whichtiggsate in the UK clearing system. This
includes the geographical area of the branch, the ode of the branch, the title of the
branch, and the postal address of branches. Thbioation of the four pieces of information
is sufficient to identify the physical location bfanches. In addition, since we have the
yearly clearings directory over our entire sampeqa, we trace back information from the

previous annual clearings directory when therembiguity in the information published in

22 \ith reference to the Abstract of Banking Statisgpublished by BBA, our definition of Major BritiBanks
encompasses Abbey national, Alliance & LeicestegdBrd & Bingley, Woolwich, Barclays, Lloyds TSB,
Lloyds TSB Scotland, Cheltenham & Gloucester, HalifBank of Scotland, Royal bank of Scotland, NatiiVe
HSBC, Yorkshire bank, Clydesdale bank, Cooperaiivek, and Northern Rock.

> The concern over double-accounting relates to trestcuction of the financial condition of Major Bsh
Banks. With respect to branches, we include ahtified branches of Major British Banks,

24 We rely on Ashton (2012), the list of mergers ealigted by Office of Fair Trading and history airtks
contained in Bankscope to identify mergers.

% The exceptional treatment is the case of LloydB &8d Royal bank of Scotland. With respect to trenkr,
the consolidation financial statement for LloydsBTScotland, Halifax, bank of Scotland, and Chelsanh&
Gloucester are available even after being acquinéth respect to the latter, the same situaticepiglicablefor
the consolidated financial statement for NatWestaVoid double counting, we use the unconsolidfteshcial
statement for those two banks.

*® Since all Major British Banks are clearing banke tise of the Clearings Directory allows us to fiferthe
locations of their branches at yearly-basis sudfidly. For banks that are not in the category ojavi8ritish
Banks, we assume the bank has one branch whiokateld at the same location as its headquarteqgerian's
Shop*Point data verified during the period 2011-20idicates that 97.5% of branches of banks in &)l
Scotland and Wales belong to Major British Banks.
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the directory in a later period. We cross-checkcbynparing the yearly total number of
branches of each clearing bank identified withdtaistics on the aggregated number of UK
branch network published by the BBA. We furtherssraheck the physical location of
branches with the branch locator service in thesitelof each clearing bank and information
on the location of branches of Major British Baqksvided by SNL financial. While these
two sources only provide the information in 201y confirm the validity of our method in
locating the branches of Major British Banks. Ie ttase of merger, we classify the branches
of the target bank as that of the acquiring bank afso adjust the location of the
headquarters from the merger onwards accordingljileMve have full postcode of the
registered address of firms and the full postcotiéhe headquarters of banks, we do not
always have full postcode of the physical locatainbranches. We look up the postcode
sector of the name of the geographical area wiherdranches are located via Geocoder and
postcode lookup tool from oCo CarfdnTo match the postcode with NUTS3, we use
GeoConvert, an online geography matching and ceiorertool created by Mim&%at the
University of Manchester. To find the driving diste in minutes and miles between the
physical location of branches and the headquadfebanks, we rely on Bing map UK. We
obtain information on the surface area of each NRJW&®asured in square kilometres from
Eurostat. Data on unemployment rate is obtaineth ft@mbour Market Statistics (Nomis).
Since the data is available at Local Authority Bistlevel (LAD) and not at NUTS3 level,
we use GeoConvert to look up the corresponding N3JTI®e total number of observations
is 9713. The data set is an unbalanced paoeer the period 2004-2031 The observation
unit is at firm-year-locality level. The largestmber of firms at yearly level is 2630. The
number of NUTS3 included in our analysis is 25

We present the summary statistics and definitidngadables used in the empirical
analysis in Table 1. The summary statistics of lipeapecific time varying variables is
provided in Table 2. As seen in Table 2, all thebaracteristics of local banking markets
show a certain degree of variability at a givempai time. Moreover, the mean and standard

deviation change over time. In particular, the agervalue of HHI and the average value of

2" http://oco-carbon.com/

28 http://mimas.ac.uk/

29 An unbalance panel serves to handle the conceantbe problem of selection and survivorship bias.

%0 The sample period starts from 2003, but since expmtiod lag of the independent variables is used t
dependent variable refers to the period 2004-2011.

*' The total number of NUTS3 included in our analysis.125) is smaller than the total number of NUT&3
2003 (i.e. 128) is the combined outcome of the dxsef SMEs in manufacturing industry as definedhie
first paragraph of section 4, the missing valudirdncing mix and the missing value of the one-geliag of
the independent variable.
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functional distance measured either in travellingetor traveling miles increase in the post-
2008 period compared to pre-2008 period. HoweVer,dpposite is true for the operational
proximity, possibly due to the change in the dmttion of branches of banks. Also, several
Mergers and Acquisitions which took place in thetg2008 contributed to the charige

We also present the mean of the characteristideaall banking markets, our main
variables of interest, by NUT&1level for the pre-crisis (2004-2007), for posistsi(2008-
2011) and the whole sample period (2004-2011) séglgr Chart 1 shows the full sample
regional distribution of operational proximityOPDIS, HHI and functional distance
(FUNDIS). The three regions with the highest density @niohes per square kilometre are
London, North West of England, and South East gjl&md; and the lowest three are North
East of England, Scotland and Wales. The chart shbat the least concentrated markets are
Yorkshire and Humber, London and North West of Bnd|l while the most concentrated
markets are South West of England, Wales and Subtla the case of functional distance
(FUNDIS), the markets with the closest distance to thedtpearters are London, East of
England and South East of England, while those Vatigest distance are North West of
England, South West of England and Wales. Data egional gross value added as a
percentage of UK indicating the top four regions bondon (21.9%), South East of England
(14.7%), North West of England (9.4%) and East nf§l&nd (8.7%), while the bottom three
are North East of England (3.2%), Wales (3.6%) &as$t Midland (6.1%). Therefore,
regions with higher economic development have a @emcentrated local banking market,

higher branch density and closer functional distawice versa.

5. Empirical Results
5.1.Baseline results

The credit channel literature argues that a negatmonetary shock alters banks’
lending standards (Bernanke and Gertler, 1989), taedeconomic uncertainty during the
time of stress might change the characteristidgos’ demanding for external finance. The
estimation of model (1) is over the period 2004-26dd 2008-2011, two sub-periods with

equal length, respectively. By doing so, we alloar the variation in the estimated

%2 In particular, Alliance & Leicester and Bradford Bingley were acquired by Santander UK; Bank of
Scotland, and Halifax were acquired by Lloyds TSBid Britannia Building Society was acquired by
Cooperative bank.

* NUTS level 1 is the largest units of NUTS. NUTS® aested in NUTS1. In the UK, NUTS 1 corresponds to
the Government Office Region.
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coefficients on our main variables of interest al\as on the control variables. The results
are presented in Table 3.

We begin our discussion on the estimated resulfgrafspecific characteristics. We
find that firms with higher tangibility have high&nancing mix (i.e. higher short-term bank
debt to short-term bank debt + TC ratio) suggestirag the higher availability of collateral
reduces firms’ credit constraints as it facilitates use of bank credit as a source of external
finance. Moreover, our results suggest that firntk & higher intangible asset ratio also have
a higher financing mix. This is consistent with firesumption that a higher intangible asset
ratio would be associated with higher growth oppaittes of firms, therefore leading to
higher likelihood of firms being supported by fahand institutionalized external financing
(De Haan and Sterken 2006). These results anststally significant and hold for both
2004-2007 and 2008-2011 periods. Other firm-speaifiriables provide a mixed mixture
over the two periods. Specifically, in the lattearipd firms with larger size, with higher
internal financing capacity and with higher praéitcover the interest cost have better access
to bank credit. Size and interest coverage ratieHaeen used as main indicators for the
presence of financial constraints in literatureghdir internal financing capacity is an
indicator of the company's efficiency in managitgyimportant working capital assets and
reflects a company's ability to pay off its currdiabilities. The results echo the argument
that banks have, in the post financial crisis pgramopted a more restrictive policy regarding
the supply of credit to SMEs. It also concurs with finding that size is the main contributor
to the different degree of access to bank crediirmfs during the recent economic recession
period in the UK (Cowling et al., 2012). Regardihg cash-flow-to-debt ratio, we find that
firms with a higher cash-flow-to-debt ratio havdoaver short-term bank debt ratio. This
could reflect the intention of firms to reduce #wposure to external debt in the post-crisis
period. Presumably, higher cash flow from operatitacilitates the materialization of such
intention. Also, the results are explicable if dakes into account the substitution between
short-term debt and long-term debt. A higher caelw-tb-debt ratio may reflect relative
higher capacity of firms to use long-term debt. fEfiere, higher cash flow-to-debt ratio
might be associated with a lower short-term dedfanfbanks. Additionally, in the case where
the debt level is high enough relative to cash fkmwas to trigger the banks’ concern over
firms’ viability, the bank would replace long-terdebt for the short term debt to strengthen
the power of a repayment call (Barclay and SmitB95). If significant, we also see a
negative association between the cash flow deli eatd short-term bank debt ratio. It is

reasonable to argue that such an exercise is nikely to take place in the post-crisis
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period®. Finally, we find that a lower net-worth ratiorslated to a higher short term bank
debt ratio. The result only exists in the period£Q007. In part, this might reflect the
situation leading up to the financial crisis, whéris widely accepted that risk was wrongly
priced by banks and bank credit too available, afiteh provided where equity would have
been more appropriate (Breedon, 2012).

We next move to the results on our main variablemterest. With respect to the
period of 2004-2007 (column 1), we find that a leigbperational proximity@PDIS has a
significantly positive impact on financing mix (i.ehort-term bank debt to short-term bank
debt + TC ratio). This result suggests that SME=s local banking market with higher branch
density per square kilometres seem to face a loegree of credit constraint. The magnitude
of the effect is also economically important. Basedcolumn 1 in Table 3, a one standard
deviation decrease @PDIS decreases the ratio of short-term bank debt dwersum of
short-term bank debt and trade credit of SMEs & mianufacturing industry by 979
ceteris paribus The result is in line with the empirical findiran the positive impact of
physical proximity between branches of banks arrdoaers on financial constraints of firms
(Benfratello et al., 2008). In addition, we findatha lowerHHI index in the local banking
market would be associated with a higher short-tbamk debt ratio. Therefore, our result
suggests that SMEs located in banking market witbmaer concentration ratio have lower
degree of credit constraints. The finding lendgpsupto the argument that competition in the
market place would mitigate credit constraint farformational sensitive SMEs. The
magnitude of the effect is also economically imaott Based on column 1 in Table 3, one
standard deviation increase laHI would have 23% decred8ein the ratio of short-term
bank debt over the sum of short-term bank debtteadk credit of SMEs in manufacturing
industry, ceteris paribus As far as the distance between the local brandres the
headquarters of branches (F&NDIS) is concerned, the result is not statisticallyngigant.

Turning to the results with respect to the peridi0&2011 (column 2), we find
OPDISandHHI are no longer significantly associated with thioraf short term bank debt.
The insignificant result of thelHI index is consistent with the view that competitfon the
provision of bank credit at times of financial &siss muted. The heightened uncertainty in
the business environment would weaken the respemsss of local credit to the strength of

competition. In sharp contrast with the resultsGi*DISandHHI, the significantly negative

** The findings from the SME Finance Monitor suggeb#t during the Q3, 2010-Q3, 2011, 10% of SMEs that
have a term loan facility in place, experiencebban renegotiation or cancellation.

% The calculation is as 100*{exp[2.6623*-0.907]-1émsent.

% The calculation is as 100*{exp[-8.3081*0.032)]{igrcent.
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coefficient onFUNDIS suggests that SMEs located in the locality whieeshianking system
is less (more) functionally distant appears to Haweer (higher) degree of credit constraints.
UK banks seem to retrench from localities which mm@re distantly located away from the
headquarters when they experience a banking cased on column 2 in Table 3, SMEs in
the manufacturing industrgeteris paribuswould have a 32% decrease in the ratio of short-
term bank debt over the sum of short-term bank debttrade credit if they are located in
location with a one standard deviation lon§&fNDIS *’. Our result is consistent with the
“flight home” bias of banks in the post-crisis metisuggested by Presbitero et al. (26%.4)
Overall, our findings suggest that our three mainables of interest relating to the
characteristics of local credit market, namely,rafienal proximity, concentration ratio and
functional distance, are relevant for the degreeredit constraints faced by SMEs. However,
their impact is different between the pre-crisid goost-crisis period. While a shorter
operational proximity and lower degree of conceditira seems to reduce the credit
constraints of SMEs in the pre-crisis period, theipact is insignificant in the post-crisis
period. The analysis on functional distance betwenenlocal credit markets where banks
have branches and the headquarters of these bamkbe other hand, indicates a longer
distance is associated with higher credit condsash SMESs in the post-crisis period but not
in the pre-crisis period. The result on functiodistance may reflect the fragile trust between

local loan officers and senior management tearhaérheadquarters during the crisis.

5.2.The characteristics of local banking market ahd transmission of banks’ financial
conditions

To evaluate the transmission of the finanaahdition of banks on the credit
constraints of SMEs across localities, we augmeotieh (1) with time-varying locality-
specific bank financial conditions (i.&=IN ,_,) and allow the interaction term between
FIN,, and the characteristics of local credit markete st report the results of a
specification withFIN ,_, but without the interaction term (model (2)) ameri report the
results of a specification witfFIN ,_, and the interaction term (model (3)). Model (2aal

addresses the possible omitted variable bias inein(ld due to the possibility that local

credit markets with certain characteristics (sushhégher operational proximity, lower

3" The calculation is as 100*{exp[-0.7565*0.509]-1énsent.

* Using survey information on loan applications aedding decision with respect to Italian manufactgri
firms, their study indicates longer functional diste of local credit market leads to higher liketiti of local
firms being credit rationed, which exists exclugpia the post Lehman Brothers period.

21



22

concentration ratio and shorter functional distaneceght be populated with banks with
stronger financial condition. The estimated resoittghe specification without the interaction
term (model (2)) for the period 2004-2007 and tkdaqu 2008-2011 are presented in Table
4.1 and Table 4.2, respectively. The estimatedltesn the specification including the
interaction term (model (3)) for the period 200482&nd the period 2008-2011 are reported
in Table 5.1 and Table 5.2, respectively.

Looking first at Tables 4.1 and 4.2, we find simitasults for both control variables
and our main variables relating the characterigifckocal credit market as that in Table 3.
The only exception is the estimated coefficientdh index for the period 2004-2007 in the
case when we construct local financial conditionvigighting the financial condition of
banks by their share of branches in the localitgl§@n 2 in Table 4.1). As seen, while the

coefficient is negative, it is not statisticallygsificant. With respect to the local financial

condition, the estimated coefficient dnIN,_;, no matter whether local financial condition

of banks is measured by capitalization or core digpatio and how it is weighted, suggests
its first-order impact is not significantly diffarefrom zero.

Next we turn to the question whether the transmssif the financial condition of
banks is heterogeneous across local credit mark#tgdifferent characteristics. To avoid the
imposition of constraintex ante we first allow for the interaction terms of loitgspecific
financial condition of banks with all three variabl of the characteristics of local credit
market. The results are reported in the odd-nuntbecdumns of Table 5.1 for the period
2004-2007 and Table 5.2 for the period 2008-20&&pectively. Looking at the result for
2004-2007, we find that locality-specific financiedndition of banks are not significantly

associated with the degree of credit constraintedaby SMEs. Moreover, none of the
interaction terms (i.e.,FIN ,_,* FUNDIS,,, FIN, _,*OPDIS, and FIN,,*HHI ) is

statistically different from zero. This finding lisl regardless of our proxy for the financial
condition of banks as well as the weighing procedi®y contrast, we find a significantly
positive impact of core deposit ratio on the shertn bank debt ratio in the estimated results
with respect to the period 2008-2011 (columns (&) &) in Table 5.2). This suggests that
SMEs located in a local market which is more dgnpebpulated by the physical presence of
banks with smaller exposure to the sudden dry-ujqafdity in the wholesale market face
less credit constraints in the post-crisis peribtbreover, while the coefficient on the
interaction term between core deposit ratio andragmnal proximity and that on the

interaction term between core deposit ratio and HHéx are not significantly different from
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zero, the coefficient on the interaction term betweore deposit ratio and functional distance

(FUNDIS ,_,) is negative and statistically significant. Thisicates that the positive impact

of having a physical presence of banks with moablstsources of loanable funds on easing
local SMEs to get access to bank credit is diminglif the market is more distant from the
headquarters of branches. Furthermore, although e#tenated positive coefficient on
capitalization is statistically insignificant (cafuns (1) and (3) in Table 5.2), the coefficient

on the interaction term between capitalization duodctional distance FUNDIS, ;) is

statistically significantly negative. This, again, suggests that the reductbncredit
constraints faced by SMEs in a local market hayhygsical presence of banks with higher
capitalization ratio (i.e. smaller degree of cdpdanstraint) is dying out if the market is
further away from the headquarters of branches.

Given the finding that the coefficie®IN ,_, * OPDIS,_ and FIN ,_, * HHI ., are not

significantly different from zero for both sub-paals, we remove those two interaction terms
from our specification. We keep the interactiomteFIN,_,* FUNDIS_; and concentrate

our analysis on the impact of functional distancetlte heterogeneous transmission of the
financial condition of banks across localities. Thesults of this new specification are
reported in the even-numbered columns of Tablef&.lhe period 2004-2007 and in the
even-numbered columns of Table 5.2 for the peri@@B822011. These results for 2004-2007

reveal a statistically insignificant coefficient ofIN ,_ and statistically insignificant
interaction tern¥IN,,_, * FUNDIS,_,. This result is robust regardless of the indicatbr

financial condition we use and the weighing procedue apply. This restates what we have
found in the specification with the three interantterms. First, the variation in the locality-

specific financial condition of banks does not app® have an impact on credit constraints
faced by local SMEs. Second, whether the localitredrket is populated with branches of

banks that are in longer distance from the headersadoes not seem to matter for the
transmission of financial condition of banks, amdeaffect on the degree of credit constraints
of local SMEs.

Turning to the results for the period 2008-2011,find that the first-order impact of
the locality-specific financial condition of bankdpr either CAPITALIZATION or
COREDEPOSITS, is positive and statistically sigrafit. This suggests that SMEs located in
a credit market with physical presence of bankk witonger financial conditions, in terms of

either lower capital constraint or lower exposuce the fluctuation in the market for
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purchased funds, have a higher short-term bankrdébt the evidence of a lower degree of
credit constraint. Thus, branches of banks thatfiaencially stronger seem to be able to
protect themselves from negative disruption in phavision of bank credit, suggesting the
internal capital market is at work (Campello, 20a2pwever, such positive impact appears
to be biased toward markets with shorter distamcahe headquarters of branches, as
evidenced by the negative and statistically sigaiit coefficient on the interaction term
between the locality-specific financial conditiondafunctional distance. The presence of
such bias survives regardless of the indicator & to measure the financial condition of
banks and the weighing procedure we apply to coenpghbé locality-specific financial
condition of banks. Notably, in the specificatiorcluding the interaction term between the
locality-specific financial condition of banks atfte functional distance only, the estimated
negative coefficient on the operational proximi@RDIS) becomes statistically significant,
presumably capturing banks’ attempt in the posti£to utilize the market power granted by
the shorter operational proximity to recoup los$@sng the crisiS.

To conclude our analysis, we find that SMEs encauletss credit constraints if they
are located in the market where banks with strorfgencial strength have branches.
However, such positive effect appears to be attedud those branches are at a longer
distance from their headquarters. Furthermore, phelmomenon only exists in the post-crisis
period. It is worth emphasizing that we are no¢mating to explain the insignificant results
for the pre-crisis period as the absence of intezapital market via which intra-bank flows
between branches and their headquarters take [Bateather, we argue the results reflects
lower friction for the headquarters to tap intoezral capital markets, and speedier response
of the bank headquarters (HQ) in smoothing outftimeling need of branches satisfy the
local demand for creditWe rephrase the same line of reasoning to irgerhe significant
results in the post-crisis period: HQs with stranfyeancial conditions would be in a better
position to shed theicredit supply schedul&éom the general increase in the constraint in
accessing external capital market in the postscpsriod. Nevertheless, the increased caution
toward taking risk in crisis times leads them tehufle the priority to localities which are

close to the headquarters.

** The analysis on Credit Default Swap (CDS) premisonggests the cost of funding for the major bankfién
UK increases in the post-crisis period. Data onitidécative interest rates on lending to SMEs dyi®i/2009-

03/2014 shows that the smaller SMEs and loans aflenmsize pay higher interest rate compared toinmed
SMEs. Credit Conditions Survey (CCS) suggestslihaks pass on the increase of cost of funding tmbers

a heterogeneous manner according to the sizern$ fiIEMEs appear to bear the majority of the ineéaghe

cost of funding of banks.
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Our results are consistent with the presence oewacross good time and bad time
in the extent to which banks take part in creditrkats with longer functional distance
(Giannetti and Laeven, 2012a, 2012b). Our resuéisabso consistent with Beck et al., (2014)
who find that firms with in their vicinity of relainship banks face fewer credit constraints
during the crisis. A higher functional distance Icobbe seen as an inverse indicator of

relationship banking.

5.3. “Flight to quality” or “flight to headquartes”?

Having established the finding that the financiabndition of banks is
heterogeneously propagated across markets witridiff functional distance, we go one step
further by testing to what extent the result iveni by a “flight to headquarters” rather than a
“flight to quality” effect. Our assessment on whatlthe heterogeneous propagation of
financial conditions of banks is different for thHmrrowers with lower likelihood and
borrowers with higher likelihood of financial stees reported in Table 6. Columns (1)-(4)
give the results where we define lower likelihoddinancial stress on the basis of Altman’s
(1968) z-score. Columns (5)-(8) present the resuliere we define lower likelihood of
financial stress on the basis of firm size, i.e. tltural logarithm of total assets.

The coefficient on the interaction term amn  _ * FUNDIS , , * high, and that on

-

FIN ., * FUNDIS , , *low, both are negative and significant. Moreover, algiouhe

absolute magnitudes of the two coefficients aréediht from each other, the difference is
not statistically significant in six out of eighages. The two exceptions are in column (3)
where we define lower likelihood of financial stsessing natural logarithm of total assets
and construct locality-specific core deposit ratfdanks using equal-weight and in column
(5) where we define lower likelihood of financidatess using Altman’s z-score and construct
a locality-specific capitalization ratio of banksing equal-weight. Even in those two cases,
SMEs with lower likelihood of financial stress aeen more exposed to the heterogeneous
transmission of the financial condition of banksir@xamination therefore indicates that the
impact of longer functional distance on reducing fhositive impact of stronger financial
conditions of banks on the credit constraints ofESMare not smaller for borrowers with
lower likelihood of financial stress. This suggestat the “flight to headquarters” effect is
the main driving force for the heterogeneous pragiag of the financial condition of banks

across localities at different functional distance.
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6. Extension and robustnesstests

We conduct a battery of additional robustness tiést confirm the veracity of our
results. We drill down our estimates to disaggregae manufacturing sector for industry
sub-sector heterogeneity by introducing a vectodwhmies, each representing one SIC 2-
digit level. We redo the estimation for the possisrperiod excluding the observations for the
year of 2008 to allow for the increase in drawdowhsevolving credit facilities undertaken
by low credit quality firms concerned about theicess to funding during the peak period of
the financial crisis as documented in lvashina &odarfstein (2010). We further change the
reference date for the crisis year from 2008 to72§i®ing two sub-samples of 2002-2006 and
2007-2011 respectively, taking into account theuargnt that the warning sign of the
financial crisis appeared in early 2007. We furtteeestimate all the functions using traveling
miles rather than traveling time as the measuremériinctional distance. For all those
exercises, our main results hjld

So far, our analysis has assumed that the presdrimmanches of banks in local credit
market is exogenous. As suggested by French Gi3), the location of branches of British
banks and building society during 1995-2012 aredittomed on the demographic variation of
the population. Arguably, demographic conditionsulgloalso influence the supply of local
bank deposits (Cremera et al., 2010) and the derfmarithnk financial services. Indeed, the
empirical analysis of the US bank loan market bgk&e (2007) suggests that the proportion
of seniors (i.e., 65 years or older) in each ldga$i positively related to the volume of bank
deposits of local banks. The Life-Cycle Hypothesiggests that seniors consume less, and
hold higher levels of bank deposits than other gsoooth in absolute terms and as a fraction
of portfolios. Furthermore the stronger preferemdeseniors for traditional “Bricks and
Mortar” branches over new technology-driven chanoklservice provision due to their
relatively lower physical outreach and relativelgaker technology skills might generate a
stronger demand for the physical presence of braetivork at the local area. Banks might
be incentivized to maintain a physical presencarneas that have a higher proportion of
seniors, being driven by the joint consideratiorraiing core deposit and selling fee-based
bank product and service (Becker, 2007). Branctleblk banks are not subject to the
prescription of a common credit to deposit ratithat local level, the status of local supply of

deposit would not necessarily be related to loappsy of bank credit. Our supposition is that

% For brevity, the results are not reported. Theyamilable from the authors on request.
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this would be more likely if the headquarters ofrwhes has constraints in tapping the
external capital market (Cremers et al., 2010) eae deposits plays important role for
funding credit supply, as the case at the timerisisc Arguably, a stronger and more stable
supply of core deposits at the locality level miggad to a higher bargaining power of local
branches in the headquarters’ internal capitatation process.

To allow for potential endogeneity in the locatioihbranches and thereby its impact
on the characteristics of the local credit market an the supply of credit, we augment model
(2) with the proportion of senior population atadity level and model (3) with the proportion
of senior population at locality level and its irstetion term with the locality-specific
financial condition of banks. These results arenshin Tables 7, 8 and 9 respectively. As
seen, our main results survive in all tests. Tiselte are qualitatively the same.

In a further robustness test to deal with potemradogeneity of the characteristics of
local credit market, we fix the characteristicslod local credit market of each locality to their
2003 values for the analysis of the pre-crisisquefi.e. 2004-2007) and the 2007 values for
the post-crisis period (i.e. 2008-2011). In effébt characteristics of the local credit market
at year 2003 and at year 2007 are used as insttarf@anthe characteristics of local credit
market for pre and post financial crisis periodgpectively. We conduct this robustness test
on the parsimonious version of model (3) (i.e. thsults reported in the even columns of
Table 5.1 and 5.2) and (4). The results are regortelable 10 and 11. Again, the pre- and
post-2008 results shown in Tables 5.1, 5.2 andd. ho

7. Conclusion

Lack of external financing for SMEs has been a laupcern in the UK but
particularly so since the 2008 financial crisis. tMated by the recent finding of wide
dispersion of SME lending provided by major UK fetaanks across Britain’s Postcode
Areas, we study the impact of the characteristidh® local credit market in the vicinity of
the firm on the variation in SMES’ access to baimafice. We hand collect information on
the location of branches of British banks and matchith the location and firm-specific
information of SMEs in the manufacturing industiyridg 2004-2011, four years leading up
to the financial crisis and four years afterwaiistore the crisis, SMEs had greater access to
bank credit when the banking system in their viginivas less concentrated and the
operational proximity was higher (i.e., the diswngetween bank branch and firm was

lower). We find that during and after the finanaakis the distance between bank branches
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and headquarters plays a significant role, sugyg#tie presence of a “flight to headquarters”
effect of banks in rebalancing their loan portfadioross different local markets in the post-
crisis period. SMEs located in credit markets viithnches with shorter distances from their
headquarters seem to face a lower degree of amdlitraints. Furthermore, SMEs within the
vicinity of their banks that are financially strargface a lower degree of credit constraints,
an effect that decreases when the functional distdne., distances between branches and
headquarters of banks) is larger. Finally, SME$ wiifferent degrees of financial stress are
similarly exposed to the negative impact of funeéib distance on the propagation of
financial condition of banks.

Our results have important policy implicationsleihds support to the importance of
the organizational and financial conditions of lotanks for the supply of bank credit
towards SMEs. It further highlights the presenceanfunstable pattern in regional credit
availability around the business cycle. In particult suggests a more volatile credit cycle in
peripheral areas across good times and crisis ti@@spared to the banking system in other
developed countries, which own a richer and morgega“financial ecology”, the UK
banking system is notoriously thin and centralizeggosing more peripheral areas to greater
variation in the supply of bank credit. The bankantpis has prompted a policy debate on the
development of a geographically decentralized fimnsystem with sizeable and well-
embedded regional clusters of institutions and ogk&« Our research provides support for

such policy initiatives.
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Table 1: Definition of variables and summary statss
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Variable Name | Measurement | Mean | Std. DeM.

Dependent variables (t)

FINANCING MIX | In((overdraft/(overdraft + trade creg)*100) | 3.039 | 1.297

Independent variables (t-1)

Firm-specific time varying variables

LNASSETS In(total assets) 15.430 1.096

TANGIBILITY Tangible assets/total assets (%) 30.131 | 19.659

INTERNALFINANCING Operating cash flow/(daily opemag 17.536 997.228
cost*duration of cash cycle (CC))(da¥$)

INTERESTCOVERAGE Profit before interest paid/intrpaid (%) 1550.107 146141.900

NETWORTHRATIO Total shareholders’ funds/ total dsg@6) 25.654 45.229

CASHFLOWDEBT Operating cash flow/(short term delung 22.551 58.289
term debt) (%)

INTANGIBILITY Intangible assets/total assets (%) 166 14.236

TRADEDEBT Account receivables/ total sales 0.204 .24a

Locality-specific time varying variables

UNEMPLOYMENTRATE | NO. Claimants/NO. People (ages6f-(%) 2.552 1.238

OPDIS Total number of branches/ the surface area 6t399 0.907
localities in square kilometres

FUNDIS Ln(Travelling mile away from the 4.727 0.678
headquarters)

FUNDIS(1) Ln(Travelling minutes from the headquesje| 4.993 0.509

HHI Herfindahl-Hirschman index branch-based 0.181 .03

CAPITALIZATION Equity/total assets (%) (equally-wgited) 6.693 4.054

COREDEPOSIT Deposit/(deposit + short-term borrowi@dg) | 50.287 6.483
(equally-weighted)

CAPITALIZATION(1) Equity/total assets (%) (brancheighted) 4.784 1.950

COREDEPOSIT(1) Deposit/(deposit + short-term boingy (%) | 51.370 8.265
(branch-weighted)

SENIOR POPULATION People aged above 65/total pdforig%) 16.098 2.734

Total NO. observation 9713

'Daily operating cost=(cost of sale + Interest pa@ministration cost)/365

CC=[( inventory/ cost of sale)+( account receivabiéal turn over)-( account payable/total turn

over)]*365
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Table 2: Summary statistics of locality-specifité varying variables at locality-year level

36

l

Variables Year 2004 | 2005 | 2006 2007 2008 | 2009 2010 | 2011
FINANCING MIX Mean | 3.047 |3.090 |3.035 |3.013 |3.090 |3.103 |2.975 |2.939
Std.Dev|1.341 |1.225 |1.344 |1.383 |1.294 |1.278 |1.218 |1.274
OPDIS Mean | 0.241| 0.238 0.24( 0.269 0.238 0.240 360.2 0.225
Std.Dev| 0461 | 0457 0456 0.581 0.456 0.45%4 0.460448
FUNDIS Mean | 4.846| 4.883] 4.881 491y 4.936 4.988974.| 4.951
Std.Dev| 0561 | 0.559| 0.562 0.595 0.570 0.565 0.61258%0
FUNDIS(1) Mean | 5.088| 5.122] 5.121 5.157 5.141 5.1/8.199 | 5.178
Std.Dev | 0.47¢ | 0.471 | 0.47<¢ |0.49¢ | 0.47¢ |0.47% |0.50z | 0.46]
HHI Mean | 0.177 | 0.184| 0.185 0.183 0.185 0.185 0.2p8.221
Std.Deyv | 0.03¢ | 0.03t | 0.03t | 0.03¢ | 0.037 |0.03¢ | 0.04¢ | 0.051¢
CAPITALIZATION Mean | 12.315 5.510| 3.967 4.086 5422 45%4 5.434 647.]
Std.Dev| 3.908 | 1.795| 1946 2.155 2.075 2.005 2.2544542
COREDEPOSIT Mean| 59.754 58.670 49.099 47.447 48|181237| 46.626 51.36
Std.Dev| 3.611 | 3.313] 3.058 2.847 2.912 3.184 2.9482493
CAPITALIZATION(1) Mear | 8.44: |5.46: |3.68: |3.697 |4.08 |3.11: |4.06( |5.31¢
Std.Dev| 2426 | 0578 0.340 0.484 0.576 0.567 0.5868690
COREDEPOSIT(1) Mear | 62.74. | 60.45¢ | 50.52¢ | 50.15: | 48.30. | 41.56¢ | 44.43¢ | 47.15!
Std.Dev| 6.628 | 5586 4.462 6.716 3.081 3.215 3.2858153
SENIOR POPULATION Mean | 16.51p 16.546 16.681 16.494.681| 16.888 17.048 17.37
Std.Dev| 2537 | 2.623| 2.692 2.739 2766 2.927 3.0262153
UNEMPLOYMENTRATE Mean | 2.335| 2105 2.292 2368 2.0202.997 | 3.981 | 3.605
Std.Dev | 0.932 | 0.861 | 0.91C |0.91f |0.85¢ |1.05% |1.2827|1.20¢

Note: figures for FINANCING MIX refer to time t, bers refer to one-period lag of each indicator
measured at NUTS3-year level. Definitions of aliables are in Table 1.
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Table 3: Credit constraints and local banking migrke
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E 2 3 [ 4
Firm-specific time varying characteristics
LNASSETS -0.0011 0.0657** -0.0011 0.0657**
(0.0242) (0.0261) (0.0242) (0.0261)
TANGIBILITY 0.0051*** 0.0056*** 0.0051*** 0.0056***
(0.0016) (0.0014) (0.0016) (0.0014)
INTERNALFINANCING | -0.0007 0.0014** -0.0007 0.0014**
(0.0013) (0.0006) (0.0013) (0.0006)
INTERESTCOVERAGE 0.0000 0.0000** 0.0000 0.0000**
(0.0000) (0.0000) (0.0000) (0.0000)
NETWORTHRATIO -0.0017** -0.0011 -0.0017** -0.0011
(0.0007) (0.0010) (0.0007) (0.0010)
CASHFLOWDEBT 0.0001 -0.0026*** 0.0001 -0.0026***
(0.0003) (0.0009) (0.0003) (0.0009)
INTANGIBILITY 0.0063*** 0.0071*** 0.0063*** 0.0071***
(0.0018) (0.0015) (0.0018) (0.0015)
TRADEDEBT 0.2226 0.2446 0.2225 0.2453
(0.3526) (0.2903) (0.3525) (0.2900)
L ocality-specific time varying economic conditions
UNEMPLOYMENTRATE | 0.1739 0.0036 0.1745 0.0020
(0.1259) (0.0624) (0.1255) (0.0624)
L ocality-specific time varying characteristics of credit market
OPDIS 2.6623** -0.7064 2.6687** -0.7398
(1.3255) (0.5352) (1.3233) (0.5321)
FUNDIS 0.0967 -0.7565*** 0.0769 -0.5573***
(0.3814) (0.2608) (0.3122) (0.1988)
HHI -8.3081*** 0.5381 -8.2766*** 0.5580
(2.7746) (1.8818) (2.8158) (1.8583)
Number of Obs. 4829 4884 4829 4884
Time span 2004-07 2008-11 2004-07 2008-11
Prob > F 0.0001 0.0000 0.0001 0.0000
Adj R-squared 0.0351 0.0626 0.0351 0.0626
Root MSE 1.3022 1.2268 1.3022 1.2269

Note: Dependent variable: FINANCING MIX (i.e., In{{erdraft/(overdraft + trade credit))*100).
Figures in brackets are robust standard errordeckc at locality level. * significance at 10%, **
significance at 5%, and *** significance at 1%. Gtant, year dummies and locality dummies are

included in the estimation, but not reported far slake of brevity. Column (1) and (2) are the ettt

result of model (1) for period 2004-2007 and 20082 respectively, using the traveling time as the
measurement of functional distance (FUNDIS); Colui@nand (4) are the estimated result of model
(2) for period 2004-2007 and 2008-2011 respectiveting the traveling miles as the measurement of

functional distance (FUNDIS(1)). All variables atefined in Table 1.
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Table 4.1: Credit constraints and local bankingka for the period 2004-2007
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1 2 3 4
FIN=CAPITALIZATION FIN=COREDEPOSIT
Equally- Branch- Equally- Branch-
weighted weighted weighted weighted
Firm-specific time varying characteristics
LNASSETS -0.0011 -0.0011 -0.0013 -0.0008
(0.0242) (0.0242) (0.0242) (0.0243)
TANGIBILITY 0.0051*** 0.0051*** 0.0051*** 0.0051***
(0.0016) (0.0016) (0.0016) (0.0016)
INTERNALFINANCING -0.0007 -0.0007 -0.0007 -0.0007
(0.0013) (0.0013) (0.0013) (0.0013)
INTERESTCOVERAGE 0.0000 0.0000 0.0000 0.0000
(0.0000) (0.0000) (0.0000) (0.0000)
NETWORTHRATIO -0.0017** -0.0017** -0.0017** -0.0017**
(0.0007) (0.0007) (0.0007) (0.0007)
CASHFLOWDEBT 0.0001 0.0001 0.0000 0.0001
(0.0003 (0.0003 (0.0003 (0.0003
INTANGIBILITY 0.0063*** 0.0063*** 0.0062*** 0.0062***
(0.0018 (0.0018 (0.0018 (0.0018
TRADEDEBT 0.2197 0.2191 0.2247 0.2217
(0.3527) (0.3519) (0.3526) (0.3526)
L ocality-specific time varying economic conditions
UNEMPLOYMENTRATE | 0.1707 0.1637 0.1475 0.1678
(0.1236) (0.1199) (0.1256) (0.1279)
L ocality-specific timevarying characteristics of credit market
OPDIS 2.8044* 2.6968** 2.4448* 2.6114**
(1.5097) (1.3129) (1.1775) (1.2961)
FUNDIS 0.1063 0.0250 0.1455 0.0684
(0.3882 (0.4008 (0.3950 (0.4165
HHI -7.8518*** -3.6053 -8.1300*** -8.1690***
(3.0206 (5.3052 (2.7817 (2.7946
FIN 0.0057 0.0271 -0.0139 0.0034
(0.0116 (0.0247 (0.0135 (0.0051
Number of Obs. 4829
Prob > F 0.0002 0.0000 0.0001 0.0001
Adj R-squared 0.0350 0.0351 0.0351 0.0350
Root MSE 1.3023 1.3022 1.3022 1.3023

Note: Dependent variable: FINANCING MIX (i.e., In{{erdraft/(overdraft + trade credit))*100).
Functional distance (FUNDIS) is measured by theeliag time. Banks’ financial condition (FIN) is
measured by capitalization and core deposit raifdicated in the second row), respectively. The
weight used to construct the locality-specific fingl condition of banks is indicated in the thiciv.
Figures in brackets are robust standard errordeckc at locality level. * significance at 10%, **
significance at 5%, and *** significance at 1%. Gtant, year and locality dummies are included & th
estimation, but not reported for the sake of byeVill variables are defined in Table 1.
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Table 4.2: Credit constraint and local banking retsKor the period 2008-2011
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1 2 3 4
FIN=CAPITALIZATION FIN=COREDEPOSIT
Equally- Branch- Equally- Branch-
weighted weighted weighted weighted
Firm-specific time varying characteristics
LNASSETS 0.0657** 0.0657** 0.0658** 0.0657**
(0.0261) (0.0261) (0.0261) (0.0261)
TANGIBILITY 0.0056*** 0.0056*** 0.0056*** 0.0056***
(0.0014) (0.0014) (0.0014) (0.0014)
INTERNALFINANCING 0.0014** 0.0014** 0.0014** 0.0014**
(0.0006 (0.0006 (0.0006 (0.0006
INTERESTCOVERAGE 0.0000** 0.0000** 0.0000** 0.0000**
(0.0000 (0.0000 (0.0000 (0.0000
NETWORTHRATIO -0.0011 -0.0011 -0.0011 -0.0011
(0.0010 (0.0010 (0.0010 (0.0010
CASHFLOWDEBT -0.0026%*** -0.0026*** -0.0026%** -0.0026%**
(0.0009 (0.0009 (0.0009 (0.0009
INTANGIBILITY 0.0071*** 0.0071*** 0.0071*** 0.0071***
(0.0015) (0.0015) (0.0015) (0.0015)
TRADEDEBT 0.2439 0.2443 0.2438 0.2443
(0.2905) (0.2904) (0.2900) (0.2903)
L ocality-specific time varying economic conditions
UNEMPLOYMENTRATE | 0.0061 -0.0086 0.0059 0.0032
(0.0632) (0.0643) (0.0631) (0.0630)
L ocality-specific time varying characteristics of credit mar ket
OPDIS -0.8233 -0.6522 -0.7160 -0.6881
(0.6689 (0.5338 (0.5359 (0.5417
FUNDIS -0.7441 % -0.8054*** -0.7658*** -0.7495%**
(0.2659) (0.2639) (0.2599) (0.2732)
HHI 0.4860 0.6654 0.5010 0.3494
(1.9165) (1.8820) (1.8911) (2.0415)
FIN 0.0126 -0.0616 0.0052 -0.0047
(0.0412) (0.0763) (0.0126) (0.0200)
Number of Obs. 4884
Prob > F 0.0000 0.0000 0.0000 0.0000
Adj R-squared 0.0624 0.0625 0.0625 0.0624
Root MSE 1.2269 1.2269 1.2269 1.2269

Note: Dependent variable: FINANCING MIX (i.e., lo{(erdraft/(overdraft + trade credit))*100).
Functional distance is measured by the travelimg fFUNDIS). Banks’ financial condition (FIN) is
measured by capitalization and core deposit ratoirfdicated in the second row), respectively. The

weight used to construct the locality-specific fingl condition of banks is indicated in the thicdv.

Figures between brackets are robust standard elistered at locality level. * significance at 10%
** significance at 5%, and *** significance at 1%.onstant, year dummy and locality dummy are
included in the estimation, but not reported far sake of brevity. All variables are defined in Bab

1.
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Table 5.1: The characteristics of local bankingkats and the transmission of the financial conditébanks: 2004-2007

1 2 3 4 5 6 7 8
FIN=CAPITALIZATION FIN=COREDEPOSIT
Equally- Equally- Branch- Branch- Equally- Equally- Branch- Branch-
weighted weighted weighted weighted weighted weighted weighted weighted
Firm-specific time varying characteristics
LNASSETS -0.0012 -0.0011 -0.0010 -0.0010 -0.0015 -0.0012 -0.0010 -0.0008
(0.0242 (0.0242 (0.0242 (0.0242 (0.0242 (0.0242 (0.0243 (0.0243
TANGIBILITY 0.0051*** 0.0051*** 0.0051*** 0.0051** | 0.0051*** | 0.0051*** | 0.0051*** | 0.0051***
(0.0016 (0.0016 (0.0016 (0.0016 (0.0016 (0.0016 (0.0016 (0.0016
INTERNALFINANCING -0.0007 -0.0007 -0.0007 -0.0007 -0.0007 -0.0007 -0.0008 -0.0007
(0.0013) (0.0013) (0.0013) (0.0013) (0.0013) (0.0013) (0.0013) (0.0013)
INTERESTCOVERAGE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
(0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
NETWORTHRATIO -0.0017** -0.0017** -0.0017** -0.0017* | -0.0017* | -0.0017** | -0.0017** | -0.0017**
(0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007)
CASHFLOWDEBT 0.0001 0.0001 0.0001 0.0001 0.0000 0.0000 0.0000 0.0000
(0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003)
INTANGIBILITY 0.0063*** 0.0063*** 0.0063*** 0.0062*** | 0.0063*** | 0.0062*** | 0.0062*** | 0.0063***
(0.0018) (0.0018) (0.0018) (0.0018) (0.0019) (0.0019) (0.0018) (0.0018)
TRADEDEBT 0.2202 0.2197 0.2169 0.2177 0.2249 0.2248 0.2269 0.2218
(0.3531) (0.3527) (0.3519) (0.3518) (0.3521) (0.3526) (0.3509) (0.3528)
L ocality-specific time varying economic conditions
UNEMPLOYMENTRATE | 0.1785 0.1703 0.2187 0.1887 0.1975 0.1632 0.1638 0.1646
(0.1285 (0.1272 (0.1327 (0.1323 (0.1316 (0.1322 (0.1316 (0.1302
L ocality-specific time varying characteristics of credit market
OPDIS 2.9671* 2.8021* 3.2819* 3.0423* 2.2052 2.6388* 1.8901 2.5571*
(1.5480) (1.5032) (1.9177) (1.6132) (1.6687) (1.3554) (1.5421) (1.3510)
FUNDIS 0.1412 0.1077 0.1189 -0.0608 -0.0757 -0.0209 -0.2312 0.0996
(0.4366) (0.3910) (0.4885) (0.4027) (0.7224) (0.4850) (0.7417) (0.4598)
HHI -7.6539* -7.8326** 0.0735 -3.7333 1.6701 -8.5354** | -5.4165 -8.0934***
(4.0644) (3.1203) (6.6758) (5.3799) (8.2564) (2.7850) (7.9387) (2.7520)
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FIN 0.0225 0.0065 0.0352 -0.0413 -0.0228 -0.0298 -0.0134 0.0059
(0.0780) (0.0653) (0.1174) (0.0631) (0.0545) (0.0364) (0.0447) (0.0199)
FIN*FUNDIS -0.0039 -0.0002 0.0123 0.0155 0.0082 0.0032 0.0050 -0.0005
(0.0136) (0.0125) (0.0234) (0.0139) (0.0111) (0.0066) (0.0087) (0.0039)
FIN*HHI 0.0156 -0.3730 -0.1806 -0.0584
(0.1725) (0.4150) (0.1339) (0.1231)
FIN*OPDIS -0.0070 -0.0109 0.0004 0.0030
(0.0108) (0.0134) (0.0059) (0.0043)
Number of Obs. 4829
Prob > F 0.0007 0.0003 0.0002 0.0001 0.0000 0.0001| 0.0000 0.0002
Adj R-squared 0.0344 0.0347 0.0347 0.0350 0.0348| 0349 0.0345 0.0348
Root MSE 1.3027 1.3024 1.3025 1.3023 1.3024 1.3023| 1.3026 1.3024

41

Note: Dependent variable: FINANCING MIX (i.e., loierdraft/(overdraft + trade credit))*100). Funciz distance (FUNDIS) is measured by traveling
time. Banks’ financial condition (FIN) is measutey capitalization and core deposit ratio (as inidan the second row), respectively. The weigletu®
construct the locality-specific financial conditiafi banks is indicated in the third row. Figuresween brackets are robust standard errors clustdred
locality level. * significance at 10%, ** significee at 5%, and *** significance at 1%. Constan&ryand locality dummies are included in the estiomat
but not reported for the sake of brevity. All véilies are defined in Table 1.
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Table 5.2: The characteristics of local bankingketand the transmission of the financial conditéibanks: 2008-2011

1 2 3 4 5 6 7 8
FIN=CAPITALIZATION FIN=COREDEPOSIT
Equally- Equally- Branch- Branch- Equally- Equally- Branch- Branch-
weighted weighted weighted weighted weighted weighted weighted weighted
Firm-specific timevarying characteristics
LNASSETS 0.0659** 0.0660** 0.0657*** 0.0662** 0.0661** 0.0663** 0.0658** 0.0660**
(0.0261 (0.0261 (0.0261 (0.0261 (0.0261 (0.0261 (0.0261 (0.0261
TANGIBILITY 0.0056*** 0.0056*** 0.0056*** 0.0056*** | 0.0055*** | 0.0056*** | 0.0056*** | 0.0056***
(0.0014 (0.0014 (0.0014 (0.0014 (0.0014 (0.0014 (0.0014 (0.0014
INTERNALFINANCING 0.0014** 0.0014** 0.0014** 0.0014** 0.0014** 0.0014** 0.0014** 0.0014**
(0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006)
INTERESTCOVERAGE 0.0000** 0.0000** 0.0000** 0.0000** 0.0000** 0.0000** 0.0000** 0.0000**
(0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
NETWORTHRATIO -0.0011 -0.0011 -0.0011 -0.0011 -0.0011 -0.0011 -0.0011 -0.0011
(0.0010) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010)
CASHFLOWDEBT -0.0026*** | -0.0026*** -0.0026*** -0.0026*** | -0.0026*** | -0.0026*** | -0.0026*** | -0.0026***
(0.0009) (0.0009) (0.0010) (0.0009) (0.0010) (0.0010) (0.0009) (0.0010)
INTANGIBILITY 0.0071*** 0.0071*** 0.0071*** 0.0071** | 0.0071** | 0.0071*** | 0.0071*** | 0.0071***
(0.0015) (0.0015) (0.0015) (0.0015) (0.0015) (0.0015) (0.0015) (0.0015)
TRADEDEBT 0.2463 0.2443 0.2478 0.2434 0.2437 0.2402 0.2431 0.2404
(0.2901) (0.2905) (0.2903) (0.2904) (0.2898) (0.2897) (0.2902) (0.2902)
L ocality-specific time varying economic conditions
UNEMPLOYMENTRATE | -0.0076 -0.0071 -0.0382 -0.0290 -0.0269 -0.0297 -0.0372 -0.0365
(0.0633 (0.0637 (0.0688 (0.0651 (0.0676 (0.0654 (0.0650 (0.0654
L ocality-specific time varying characteristics of credit market
OPDIS -0.9212 -1.2323% -0.8657 -1.3182* | -0.3934 -1.0241* | -0.3503 -0.9067*
(0.7153) (0.6337) (0.5448) (0.5383) (0.7190) (0.4957) (0.6808) (0.5053)
FUNDIS -0.1536 -0.4210 0.1600 -0.1892 0.9807 0.5669 0.9106 0.4915
(0.3485) (0.3356) (0.3792) (0.3603) (0.6428) (0.5651) (0.7884) (0.6547)
HHI 0.4089 0.6096 -3.5608 0.4318 -2.9950 0.3407 -2.0869 0.9122
(4.0645) (1.9173) (3.1367) (1.9141) (7.9050) (1.8924) (7.9960) (2.0970)
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FIN 0.3011 0.1217* 0.4657 0.3490* [ 0.1641* [0.1298** [ 0.1777* 0.1382*
(0.2269) (0.0522) (0.3381) (0.1736) | (0.0745) | (0.0460) | (0.1013) | (0.0683)
FIN*FUNDIS -0.0606** -0.0273* -0.1534** | -0.0800*** | -0.0324*** | -0.0236*** | -0.0356** | -0.0258**
(0.0304) (0.0117) (0.0522) (0.0290) | (0.0118) | (0.0086) | (0.0163) | (0.0121)
FIN*HHI 0.0168 0.8913 0.0675 0.0660
(0.5855) (0.6339) (0.1538) (0.1838)
FIN*OPDIS -0.0245 -0.0439 -0.0075 -0.0091
(0.0197) (0.0295) (0.0069) (0.0077)
Number of Obs. 4884
Prob > F 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000| 0000.
Adj R-squared 0.0623 0.0626 0.0631 0.0629 0.0628 0.0630 0.0625| 0628.
Root MSE 1.2270 1.2269 1.2265 1.2266 1.2267 1.2266 1.2269| 22671
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Note: Dependent variable: FINANCING MIX (i.e., loierdraft/(overdraft + trade credit))*100). Funciz distance (FUNDIS) is measured by traveling
time. Banks’ financial condition (FIN) is measutey capitalization and core deposit ratio (as inidan the second row), respectively. The weigletdu®
construct the locality-specific financial conditiafi banks is indicated in the third row. Figuresween brackets are robust standard errors clustdred
locality level. * significance at 10%, ** significee at 5%, and *** significance at 1%. Constant&ryand locality dummies are included in the estiomat
but not reported for the sake of brevity. All véilies are defined in Table 1.
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Table 6: The heterogeneous transmission of thadiahcondition of banks for the period 2008-20ka&rfower heterogeneity)

1 2 3 4 5 | 6 7 8
FIN=CAPITALIZATION FIN=COREDEPOSIT FIN=CAPITALIZATDON FIN=COREDEPOSIT
Equally- Branch- Equally- Branch- Equally- Branch- Equally- Branch-
weighted weighted weighted weighted weighted weighted weighted weighted
Firm-specific time varying characteristics
LOW -0.0971 0.0577 0.3842 0.2053 0.1778 0.0814 -0.2404 -0.2993
(0.1692 (0.1765 (0.2646 (0.3395 (0.1517 (0.1716 (0.4077 (0.4077
LNASSETS 0.0615** 0.0622** 0.0621** 0.0615** 0.0878*** 0.0858*** | 0.0874*** 0.0869***
(0.0258) (0.0254) (0.0258) (0.0256) (0.0311) (0.0319) (0.0312) (0.0315)
TANGIBILITY 0.0049*** 0.0048*** 0.0049*** 0.0049*** 0.0055*** 0.0056*** | 0.0056*** 0.0056***
(0.0015) (0.0015) (0.0016) (0.0015) (0.0014) (0.0014) (0.0014) (0.0014)
INTERNALFINANCING 0.0014** 0.0014** 0.0014** 0.0014** 0.0013** 0.0013** 0.0014** 0.0014**
(0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006)
INTERESTCOVERAGE 0.0000** 0.0000** 0.0000** 0.0000** 0.0000** 0.0000** 0.0000** 0.0000**
(0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
NETWORTHRATIO -0.0011 -0.0011 -0.0011 -0.0011 -0.0011 -0.0012 -0.0011 -0.0011
(0.0010) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010)
CASHFLOWDEBT -0.0025*** | -0.0025*** -0.0025*** -0.0025%** -0.0026*** -0.0026*** | -0.0026*** -0.0026***
(0.0009) (0.0009) (0.0009) (0.0009) (0.0009) (0.0009) (0.0010) (0.0009)
INTANGIBILITY 0.0065*** 0.0065*** 0.0066*** 0.0066*** 0.0071*** 0.0071** | 0.0072*** 0.0072***
(0.0016) (0.0016) (0.0016) (0.0016) (0.0015) (0.0015) (0.0015) (0.0015)
TRADEDEBT 0.2019 0.1991 0.2045 0.2017 0.2273 0.2337 0.2378 0.2395
(0.2868 (0.2860 (0.2849 (0.2860 (0.2902 (0.2901 (0.2895 (0.2896
L ocality-specific time varying economic conditions
UNEMPLOYMENTRATE | -0.0069 -0.0273 -0.0305 -0.0365 -0.0115 -0.0278 -0.0304 -0.0370
(0.0636) (0.0653) (0.0655) (0.0657) (0.0641) (0.0654) (0.0649) (0.0650)
L ocality-specific timevarying characteristics of credit market
OPDIS -1.2033* -1.3277* -1.0036** -0.8718* -1.2089* -1.2517* | -1.0159** -0.9002*
(0.6345) (0.5308) (0.4923) (0.5060) (0.6357) (0.5291) (0.4996) (0.5104)
FUNDIS -0.4206 -0.1924 0.5241 0.4514 -0.4121 -0.2014 0.5451 0.4569
(0.3368) (0.3604) (0.5738) (0.6640) (0.3303) (0.3584) (0.5750) (0.6729)
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HHI 0.6072 0.3720 0.2854 0.8714 0.5934 0.4020 0.3289 0.9280
(1.9257) (1.9201) (1.9054) (2.1257) (1.8666) (1.9046) (1.8810) (2.0507)

FIN 0.1220** 0.3513* 0.1276*+* 0.1348* 0.1295** 0.3381* 0.1284** 0.1358*
(0.0525) (0.1747) (0.0471) (0.0694) (0.0514) (0.1713) (0.0467) (0.0693)

FIN*FUNDIS

FIN*FUNDIS*HIGH -0.0279** -0.0770*** -0.0222** -0.0246* -0.0247** -0.0742* | -0.0238*** -0.0260**
(0.0114 (0.0299 (0.0090 (0.0126 (0.0121 (0.0289 (0.0084 (0.0121

FIN*FUNDIS*LOW -0.0273** -0.0836*** -0.0241*** -0.0258** -0.0327*** -0.0812*** | -0.0231** -0.0249*
(0.0124 (0.0291 (0.0086 (0.0121 (0.0114 (0.0289 (0.0090 (0.0128

Number of Obs. 4884

Prob > F 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Adj R-squared 0.0629 0.0634 0.0641 0.0634 0.0636 0.0631 0.0630 0.0629

Root MSE 1.2266 1.2263 1.2259 1.2263 1.2262 1.2265 1.2266 1.2266

t-test on equality high and | 0.9040 0.3750 0.0900* 0.4300 0.0490** 0.3420 0.6710 0.5720

low likelihood financial

stress (-value

Note: Dependent variable: FINANCINGMIX (i.e., In{@rdraft/(overdraft + trade credit))*100). Functadrdistance (FUNDIS) is measured by traveling
time. Banks’ financial condition (FIN) is measutey capitalization and core deposit ratio (as inidan the second row), respectively. The weigledu®
construct the locality-specific financial conditiai banks is indicated in the third row. LOW (HIGHEY a dummy variable indicating lower (higher)
likelihood of financial stress. LOW and HIGH ardfided on the basis of Altman’s (1968) z-score inuda (1)-(4) while they are defined on the basis of
natural logarithm of total assets in column (5)-BPW=1 if the firm has a z-score (LNASSET) which higher than the sample median in 2007, zero
otherwise. HIGH=1 if the firm has a z-score (LNASSEvhich is lower than the sample median in 20@Totherwise. Figures between brackets are robust
standard errors clustered at locality level. * ffigance at 10%, ** significance at 5%, and *** sifjcance at 1%. Constant, year and locality dunsnaie
included in the estimation, but not reported fa slake of brevity. All other variables are defimed able 1.
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Table 7: Credit constraints and local banking miafke the period 2008-2011 controlling for the
proportion of seniors in population

1 2 3 4
FIN=CAPITALIZATION FIN=COREDEPOSIT
Equally- Branch- Equally- Branch-
weighted weighted weighted weighted
Firm-specific time varying characteristics
LNASSETS 0.0653** 0.0652** 0.0653** 0.0652**
(0.0261 (0.0261 (0.0261 (0.0261
TANGIBILITY 0.0056*** 0.0056*** 0.0056*** 0.0056***
(0.0014) (0.0014) (0.0014) (0.0014)
INTERNALFINANCING | 0.0014** 0.0014** 0.0014** 0.0014**
(0.0006) (0.0006) (0.0006) (0.0006)
INTERESTCOVERAGE 0.0000** 0.0000** 0.0000** 0.0000**
(0.0000) (0.0000) (0.0000) (0.0000)
NETWORTHRATIO -0.0011 -0.0011 -0.0011 -0.0011
(0.0010) (0.0010) (0.0010) (0.0010)
CASHFLOWDEBT -0.0026*** -0.0026%** -0.0026*** -0.0026%**
(0.0009) (0.0009) (0.0009) (0.0009)
INTANGIBILITY 0.0072*** 0.0072*** 0.0072%** 0.0072***
(0.0015) (0.0015) (0.0015) (0.0015)
TRADEDEBT 0.2388 0.2398 0.2386 0.2400
(0.2911) (0.2909) (0.2904) (0.2908)
L ocality-specific time varying economic conditions
UNEMPLOYMENTRATE | 0.0441 0.0261 0.0441 0.0379
(0.0700) (0.0710) (0.0700) (0.0708)
L ocality-specific timevarying characteristics of credit market
OPDIS -1.0221 -0.7672 -0.8438 -0.8139
(0.7273) (0.6305) (0.6434) (0.6375)
FUNDIS -0.7646*** -0.8335%** -0.8000*** -0.7812%*=*
(0.2697) (0.2679) (0.2674) (0.2785)
HHI 0.8249 1.0251 0.8621 0.8231
(1.8988) (1.8553) (1.8499) (2.0311)
SENIOR POPULATION 0.1156 0.1109 0.1177 0.1097
(0.0734) (0.0745) (0.0731) (0.0767)
FIN 0.0210 -0.0622 0.0080 -0.0017
(0.0432 (0.0767 (0.0126 (0.0204
Number of Obs. 4884
Prob > F 0.0000 0.0000 0.0000 0.0000
Adj R-squared 0.062" 0.062¢ 0.062" 0.062"
Root MSE 1.2269 1.2269 1.2269 1.2269

Note: Dependent variable: FINANCING MIX (i.e., lo{erdraft/(overdraft + trade credit))*100).
Functional distance (FUNDIS) is measured by theeliag time. Banks’ financial condition (FIN) is
measured by capitalization and core deposit ra®ifdicated in the first row), respectively. The
weight used to construct the locality-specific fingal condition of banks is indicated in the thicdv.
Figures between brackets are robust standard eristered at locality level. * significance at 10%
** significance at 5%, and *** significance at 1%onstant, year and locality dummies are included
in the estimation, but not reported for the sakebwdvity. All variables are defined in Table 1.
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Table 8: The characteristics of local banking miaskel the transmission of the financial conditidétanks for the period 2008-2011 with controllirtg the
proportion of seniors in population

1 2 3 4 5 6 7 8
FIN=CAPITALIZATION FIN=COREDEPOSIT
Equally- Equally- Branch- Branch- Equally- Equally- Branch- Branch-
weighted weighted weighted | weighted weighted weighted weighted weighted
Firm-specific time varying characteristics
LNASSETS 0.0654** | 0.0654** 0.0656** 0.0656** 0.0659** 0.0658** 0.0655** 0.0655**
(0.0261) (0.0261) (0.0260) (0.0260) (0.0261) (0.0260) (0.0260) (0.0260)
TANGIBILITY 0.0056*** 0.0056*** | 0.0056*** | 0.0056*** | 0.0056*** 0.0056*** 0.0056*** 0.0056***
(0.0014) (0.0014) (0.0014) (0.0014) (0.0014) (0.0014) (0.0014) (0.0014)
INTERNALFINANCING 0.0014** 0.0014** 0.0014** 0.0014** 0.0014** 0.0014** 0.0014** 0.0014**
(0.0006 (0.0006 (0.0006 (0.0006 (0.0006 (0.0006 (0.0006 (0.0006
INTERESTCOVERAGE 0.0000** | 0.0000** 0.0000** 0.0000** 0.0000** 0.0000** 0.0000** 0.0000**
(0.0000 (0.0000 (0.0000 (0.0000 (0.0000 (0.0000 (0.0000 (0.0000
NETWORTHRATIO -0.0011 -0.0011 -0.0011 -0.0011 -0.0011 -0.0011 -0.0011 -0.0011
(0.0010 (0.0010 (0.0010 (0.0010 (0.0010 (0.0010 (0.0010 (0.0010
CASHFLOWDEBT -0.0026*** | -0.0026*** | -0.0026*** | -0.0026*** | -0.0026*** -0.0026*** -0.0026%*** -0.0026***
(0.0009) (0.0009) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010)
INTANGIBILITY 0.0072*** 0.0072** | 0.0072*** | 0.0072*** | 0.0071*** 0.0071*** 0.0072*** 0.0072%**
(0.0015) (0.0015) (0.0015) (0.0015) (0.0015) (0.0015) (0.0015) (0.0015)
TRADEDEBT 0.2367 0.2371 0.2368 0.2366 0.2340 0.2338 0.2377 0.2364
(0.2912) (0.2913) (0.2910) (0.2910) (0.2902) (0.2901) (0.2909) (0.2906)
L ocality-specific time varying economic conditions
UNEMPLOYMENTRATE | 0.0426 0.0420 0.0158 0.0166 0.0117 0.0122 -0.0100 -0.0026
(0.0691) (0.0695) (0.0713) (0.0707) (0.0708) (0.0705) (0.0702) (0.0712)
L ocality-specific time varying characteristics of credit market
OPDIS -1.6876** | -1.6776** | -1.6370*** | -1.6303*** | -1.1932** -1.1956** -1.0341* -1.0211*
(0.6588 (0.6553 (0.5713 (0.5744 (0.5972 (0.5942 (0.5939 (0.5815
FUNDIS -0.3750 -0.3233 -0.0829 -0.0947 0.6488 0.6238 0.6861 0.4325
(0.3580) (0.3586) (0.3840) (0.3888) (0.6514) (0.6097) (0.6786) (0.6469)
HHI 1.0543 1.1429 0.9227 0.9003 0.7645 0.7504 1.5312 1.3491
(1.8589) (1.9014) (1.8870) (1.8734) (1.8390) (1.8253) (2.0827) (2.0816)
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SENIOR POPULATION 0.2062* [ 0.1654* 0.1484 0.1602** [ 0.1269 0.1374* 0.0243 0.1042
(0.1137) | (0.0860) | (0.1138) | (0.0830) (0.1376) (0.0762) (0.1278) (0.0762)

FIN 0.1981* | 0.1767** | 0.4304** | 0.4381* | 0.1419** | 0.1420*** | 0.1407** 0.1377*
(0.0766) | (0.0660) | (0.2039) | (0.1950) (0.0503) (0.0503) (0.0683) (0.0682)

FIN*FUNDIS -0.0304@ | -0.0381** | -0.1016* |-0.0976*** | -0.0259* -0.0253** | -0.0309** -0.0252**
(0.0192) | (0.0154) | (0.0406) | (0.0345) (0.0109) (0.0093) (0.0136) (0.0120)

FIN*SENIOR -0.0035 0.0014 0.0002 0.0016

POPULATION (0.0059) (0.0085) (0.0018) (0.0020)

Number of Obs. 4884

Prob > F 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 | 0000.

Adj R-squared 0.0627 0.0629 0.0630 0.0632 0.0630 0.0631 0.0627 | 0628.

Root MSE 1.2268 1.2267 1.2266 1.2264 1.2266 1.2265 1.2268 | 22671

48

Note: Dependent variable: FINANCING MIX (i.e., loierdraft/(overdraft + trade credit))*100). Funciz distance (FUNDIS) is measured by traveling
time. Banks’ financial condition (FIN) is measuteyl capitalization and core deposit ratio (as inidan the second row), respectively. The weigletdu®
construct the locality-specific financial conditiafi banks is indicated in the third row. Figuresween brackets are robust standard errors clustdred
locality level. * significance at 10%, ** significee at 5%, and *** significance at 1%. Constanaryand locality dummies are included in the esiiomat
but not reported for the sake of brevity. @: p-edki0.116. All variables are defined in Table 1.
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Table 9: The heterogeneous transmission of thediahcondition of banks for the period 2008-20bhtcolling for the proportion of seniors in popudet

(borrower heterogeneity)

1 2 3 4 5 6 7 8
FIN=CAPITALIZATION FIN=COREDEPOSIT FIN=CAPITALIZATDN FIN=COREDEPOSIT
Equally- Branch- Equally- Branch- Equally- Branch- Equally- Branch-
weighted | weighted | weighted | weighted | weighted weighted weighted weighted
Firm-specific time varying characteristics
LOW -0.0990 0.0542 0.3809 0.2082 0.1702 0.0826 -0.2281 -0.2885
(0.1682) (0.1766) (0.2645) (0.3387) (0.1539) (0.1716) (0.4084) (0.4101)
LNASSETS 0.0610** | 0.0617** 0.0617** 0.0611** 0.0871*** 0.0851*** 0.0867*** 0.0863***
(0.0258) (0.0254) (0.0257) (0.0256) (0.0311) (0.0319) (0.0312) (0.0315)
TANGIBILITY 0.0049** | 0.0049*** | 0.0049*** | 0.0050*** | 0.0056*** 0.0056*** 0.0056*** 0.0056***
(0.0015) (0.0015) (0.0016) (0.0015) (0.0014) (0.0014) (0.0014) (0.0014)
INTERNALFINANCING 0.0014* 0.0014** 0.0014** 0.0014** 0.0013** 0.0013** 0.0014** 0.0014**
(0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006)
INTERESTCOVERAGE 0.0000** | 0.0000** 0.0000** 0.0000** 0.0000** 0.0000** 0.0000** 0.0000**
(0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
NETWORTHRATIO -0.0011 -0.0011 -0.0011 -0.0011 -0.0011 -0.0011 -0.0011 -0.0011
(0.0010) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010)
CASHFLOWDEBT -0.0025*** | -0.0025*** | -0.0025*** | -0.0025*** | -0.0026*** -0.0026*** -0.0026*** -0.0026***
(0.0009) (0.0009) (0.0009) (0.0009) (0.0009) (0.0009) (0.0010) (0.0009)
INTANGIBILITY 0.0066*** | 0.0065*** | 0.0067*** | 0.0066*** | 0.0072*** 0.0072%** 0.0072*** 0.0072***
(0.0016) (0.0016) (0.0016) (0.0016) (0.0015) (0.0015) (0.0015) (0.0015)
TRADEDEBT 0.1960 0.1934 0.1990 0.1984 0.2211 0.2270 0.2316 0.2357
(0.2875) (0.2866) (0.2853) (0.2865) (0.2909) (0.2907) (0.2899) (0.2901)
L ocality-specific time varying economic conditions
UNEMPLOYMENTRATE 0.0409 0.0166 0.0095 -0.0037 0.0341 0.0177 0.0108 -0.0046
(0.0694) (0.0707) (0.0706) (0.0713) (0.0703) (0.0708) (0.0706) (0.0710)
L ocality-specific timevarying characteristics of credit market
OPDIS -1.6376** | -1.6276*** | -1.1673** | -0.9829* -1.6215** -1.5629*** -1.1835* -1.0093*
(0.6591) (0.5693) (0.5890) (0.5793) (0.6609) (0.5689) (0.6040) (0.5899)
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FUNDIS -0.3249 -0.1014 0.5787 0.3941 -0.3220 -0.1071 0.6014 0.4017
(0.3594) |(0.3881) | (0.6167) | (0.6564) | (0.3528) (0.3868) (0.6209) (0.6642)

HHI 1.1294 0.8248 0.6765 1.2952 1.0862 0.8696 0.7277 1.3416
(1.9110) | (1.8796) | (1.8400) | (2.1090) | (1.8582) (1.8652) (1.8180) (2.0443)

SENIOR POPULATION 0.1614* [ 0.1542* 0.1309* 0.1010 0.1530* 0.1598* 0.1343* 0.0995
(0.0858) | (0.0821) | (0.0757) | (0.0755) | (0.0863) (0.0827) (0.0775) (0.0774)

FIN 0.1758** | 0.4371* | 0.1393** [ 0.1344* 0.1801** [ 0.4270** 0.1404** [ 0.1354*
(0.0659) | (0.1955) | (0.0513) | (0.0692) | (0.0653) (0.1929) (0.0514) (0.0691)

FIN*FUNDIS

FIN*FUNDIS*HIGH -0.0384* | -0.0940*** | -0.0238** | -0.0240* | -0.0347* -0.0917** | -0.0254** [ -0.0254**
(0.0151 (0.0349 (0.0097 (0.0125 (0.0162 (0.0345 (0.0091 (0.0119

FIN*FUNDIS*LOW -0.0377* | -0.1003*** | -0.0258** | -0.0253* | -0.0424** [ -0.0987** | -0.0248* -0.0244*
(0.0159 (0.0346 (0.0093 (0.0120 (0.0148 (0.0342 (0.0098 (0.0126

Number of Obs. 4884

Prob > F 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 | 0000.

Adj R-squared 0.0632 0.0637 0.0642 0.0634 0.0639 0.0634 0.0632 | 0620.

Root MSE 1.2265 1.2261 1.2258 1.2263 1.2260 1.2263 1.2264 | 2268.

t-test on equality HIGH and

LOW likelihood financial

stress (p-value) 0.8860 0.3930 0.0930* 0.4260 @64 | 0.3380 0.6930 0.5910

Note: Dependent variable: FINANCNG MIX (i.e., Ing@rdraft/(overdraft + trade credit))*100). Funct@rdistance (FUNDIS) is measured by traveling
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time. Banks’ financial condition (FIN) is measutey capitalization and core deposit ratio (as inidan the second row), respectively. The weigledu®

construct the locality-specific financial conditiai banks is indicated in the third row. LOW (HIGHEY a dummy variable indicating lower (higher)
likelihood of financial stress. LOW and HIGH ardided on the basis of the Altman’s (1968) z-scar€plumn (1)-(4) while they are defined on the basi
of natural logarithm of total assets in column (&)- LOW=1 if the firm has a z-score (LNASSET) wiits higher than the sample median in 2007, zero
otherwise. HIGH=1 if the firm has a z-score (LNASSEvhich is lower than the sample median in 20@Totherwise. Figures between brackets are robust
standard errors clustered at locality level. * gigance at 10%, ** significance at 5%, and *** sifjcance at 1%. Constant, year dummy and locality

dummy are included in the estimation, but not reggbfor the sake of brevity. All variables are defi in Table 1.
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Table 10: The characteristics of local banking retend the transmission of the financial conditbbbanks

1 2 3 4 5 6 7 8
2004-2007 2008-2011
FIN=CAPITALIZATION FIN=COREDEPOSIT FIN=CAPITALIZATON FIN=COREDEPOSIT
Equally- Branch- Equally- Branch- Equally- Branch- Equally- Branch-
weighted weighted | weighted | weighted | weighted weighted weighted weighted
Firm-specific timevarying characteristics
LNASSETS -0.013 -0.013 -0.014 -0.013 0.073 0.073*** 0.073** 0.073***
(0.026) (0.026) (0.026) (0.026) (0.026)*** (0.026) (0.026) (0.026)
TANGIBILITY 0.005** 0.005*** 0.005*** 0.005** 0.005*+* 0.005*** 0.005** 0.005***
(0.002 (0.002 (0.002 (0.002 (0.001 (0.001 (0.001 (0.001
INTERNALFINANCING | -0.003 -0.003 -0.003 -0.003 0.001* 0.001* 0.001* 0.001*
(0.003 (0.003 (0.003 (0.003 (0.001 (0.001 (0.001 (0.001
INTERESTCOVERAGE 0.000** 0.000** 0.000** 0.000** 0.000*** 0.000** 0.000** 0.000**
(0.000 (0.000 (0.000 (0.000 (0.000 (0.000 (0.000 (0.000
NETWORTHRATIO -0.002** -0.002** -0.002** -0.002** -0.001 -0.001 -0.001 -0.001
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
CASHFLOWDEBT 0.000 0.000 0.000 0.000 -0.003*** -0.004%*** -0.004*** -0.004%***
(0.000) (0.000) (0.000) (0.000) (0.001) (0.001) (0.001) (0.001)
INTANGIBILITY 0.006*** 0.006*** 0.006*** 0.006*** 0.007*+* 0.007*** 0.007** 0.007***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
TRADEDEBT 0.201 0.206 0.207 0.206 0.301 0.297 0.294 0.296
(0.424) (0.424) (0.425) (0.425) (0.309) (0.309) (0.308) (0.308)
L ocality-specific time varying economic conditions
UNEMPLOYMENTRATE | 0.092 0.129 0.068 0.070 -0.038 -0.049 -0.056 -0.066
(0.132 (0.136 (0.131 (0.129 (0.062 (0.061 (0.061 (0.066
L ocality-specific time varying characteristics of credit market
FIN | 0.044 | 0017 [ 0012 | 0021 | 0266% | 0497 | 0.150* [0.137*
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(0.067) (0.057) (0.041) (0.023) (0.112) (0.220) 06%) (0.072)
FIN*FUNDIS -0.007 0.012 -0.004 -0.004 -0.060** -0.104** -0.028*** -0.027**

(0.013) (0.013) (0.007) (0.004) (0.026) (0.041) (0.011) (0.013)
Number of Obs. 4478 4698
Prob > F 0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.000
R-squared 0.068 0.069 0.068 0.068 0.094 0.094 0.094 | 0.094
Adj R-squared 0.039 0.039 0.039 0.039 0.067 0.067 .0670 0.067
Root MSE 1.300 1.299 1.300 1.300 1.230 1.230 1.230 1.230

. InY,, =a+a,X,,, +a,ECN,,_, + B,LOCALBANK, + S5,FIN ,_,
Note: the above table reports the results fronrégesssion:
+ B.FIN ., * FUNDIS, + A, +u, + &,
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Where the characteristics of local banking marketfexed as their value at year 2003 and 2007 lier geriod 2004-2007 and 2008-2011, respectively.
Dependent variable: FINANCING MIX (i.e., In((ovesdt/(overdraft + trade credit))*100). Functionakdince (FUNDIS) is measured by traveling time.
Banks' financial condition (FIN) is measured by italization and core deposit ratio (as indicatethia third row), respectively. The weight useddastruct
the locality-specific financial condition of banissindicated in the fourth row. Figures betweerckets are robust standard errors clustered atitypdavel.
* significance at 10%, ** significance at 5%, art significance at 1%. Constant, year and locatiymmies are included in the estimation, but nobrul

for the sake of brevity. The first-order impactabfaracteristics of local banking market is absordmedhe locality dummies, and cannot be estimat&l.
variables are defined in Table 1.
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Table 11: The heterogeneous transmission of tlaadial condition of banks for the period 2008-2(drrower heterogeneity)

LOW and HIGH are defined on the basis of natura

logarithm of total assets

LOW and HIGH are defined on the basis of the bafis

Altman’s (1968) z-score

FIN=CAPITALIZATION

FIN=COREDEPOSIT

FIN=CAPITALIZATON

FIN=COREDEPOSIT

Equally- Branch- Equally- Branch- Equally- Branch- Equally- Branch-
weighted weighted weighted weighted weighted weighted weighted weighted
Firm-specific time varying characteristics
LOW 0.164 0.080 -0.264 -0.301 -0.114 0.051 0.405 0.253
(0.150) (0.176) (0.413) (0.425) (0.172) (0.186) (0.294) (0.370)
LNASSETS 0.104*** 0.101*** 0.103*** 0.102%** 0.069*** 0.070*** 0.070*** 0.069***
(0.032) (0.033) (0.032) (0.032) (0.026) (0.025) (0.025) (0.025)
TANGIBILITY 0.005*** 0.005*** 0.006*** 0.006*** 0.005*** 0.005*** 0.005*** 0.005***
(0.001) (0.001) (0.001) (0.001) (0.002) (0.001) (0.002) (0.002)
INTERNALFINANCING | 0.001** 0.001** 0.001** 0.001** 0.001** 0.001** 0.001** 0.001**
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
INTERESTCOVERAGE 0.000** 0.000** 0.000** 0.000** 0.000** 0.000** 0.000** 0.000**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
NETWORTHRATIO -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
CASHFLOWDEBT -0.004**=* -0.004*** -0.004*** -0.004*** -0.003*** -0.003*** -0.003*** -0.003***
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
INTANGIBILITY 0.007*** 0.007*** 0.007*** 0.007*** 0.006*** 0.006*** 0.006*** 0.006***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
TRADEDEBT 0.271 0.280 0.285 0.288 0.270 0.258 0.269 0.268
(0.309) (0.307) (0.308) (0.307) (0.304) (0.304) (0.302) (0.304)
L ocality-specific time varying economic conditions
UNEMPLOYMENTRATE | -0.043 -0.050 -0.058 -0.068 -0.038 -0.048 -0.058 -0.067
(0.063) (0.062) (0.061) (0.066) (0.062) (0.062) (0.062) (0.066)
L ocality-specific timevarying characteristics of credit market
FIN 0.275** 0.489** 0.149*** 0.137* 0.267** 0.496** 0.147** 0.133***
(0.108) (0.215) (0.055) (0.073) (0.110) (0.221) (0.055) (0.073)
FIN*FUNDIS*HIGH -0.058** -0.099** -0.028*** -0.027* -0.061* -0.101* -0.026** -0.025*
(0.026) (0.041) (0.010) (0.013) (0.024) (0.042) (0.011) (0.013)
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FIN*FUNDIS*LOW -0.066*** -0.107** | -0.027** -0.026* -0.060** -0.106*** -0.028*** -0.027**
(0.025) (0.041) (0.011) (0.014) (0.027) (0.041) (0.010) (0.013)

Number of Obs. 4698

Prob > F 0.000 0.000 0.000 0.000 0.000 0.000 0.000 | 0.000

R-squared 0.096 0.095 0.095 0.094 0.094 0.095 0.095 | 0.094

Adj R-squared 0.068 0.068 0.068 0.067 0.067 0.067 .0680 0.067

Root MSE 1.229 1.230 1.230 1.230 1.230 1.230 1.229 1.230

t-test on equality high and| 0.034** 0.297 0.672 0.621 0.727 0.488 0.129 0.425

low likelihood financial

stress (p-value)
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InY,, =a+a,Z, +a,X,,., +a,ECN,_, + B,LOCALBANK + S,FIN,,_
Note: The above table reports the estimated msfithe regression: " ot Tt 2 wth K+ BiFiN

+B,FIN,, * FUNDIS * Z, + B,FIN, ,* FUNDIS * (1~ Z,) + A, +0, +&,,

where the characteristics of local banking marketfaxed as their value at year 2003 and 2007 lier geriod 2004-2007 and 2008-2011, respectively.
Dependent variable: FINANCING MIX (i.e., In((overdt/(overdraft + trade credit))*100). Functionak@dince (FUNDIS) is measured by traveling time.
Banks’ financial condition (FIN) is measured by italization and core deposit ratio (as indicatedha second row), respectively. The weight used to
construct the locality-specific financial conditiaf banks is indicated in the third row. LOW (HIGKkY a dummy variable indicating lower (higher)
likelihood of financial stress and is defined or thasis of the basis of Altman’s (1968) z-score thiednatural logarithm of total assets (as inditatethe

top row), respectively. LOW=1 if the firm has aaee (LNASSET) which is higher than the sample rmedih 2007, zero otherwise. HIGH=1 if the firm has
a z-score (LNASSET) which is lower than the sampkdian in 2007, zero otherwise. Figures betweenkbta are robust standard errors clustered at
locality level. * significance at 10%, ** significee at 5%, and *** significance at 1%. Constanaryand locality dummies are included in the estiomat

but not reported for the sake of brevity. The fostler impact of characteristics of local bankingrket is absorbed by the locality dummies, and cabe
estimated. All variables are defined in Table 1.
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Chart 1: Average main variables of interest by NUTS
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Average value of each indicator 2004-2011. The ig-&or operational proximity (OPDIS) and HHI
index is on the left-hand side and for function&tahce (FUNDIS) is on the right-hand side.
Definitions of variables are in Table 1.
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