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is to understand whether policy measures aimed to reduce the cost of private debt may favor a 
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1 Introduction

The steep rise of private debt has been a distinguishing feature of many western economies for the

last four decades. Generally speaking, indebtedness, both public and private, has gone pace to pace

with economic growth: All data show a simultaneous growth of private debt, public debt and GDP in

many countries. The interplay between public and private debt has been recently studied by Jordà et al.

(2015, 2014).1 In this work we focus on private debt.

The contemporaneous evolution of private debt and GDP has naturally led to investigate the causal

relationship between them. There is a very large group of works which study causality between private

debt and GDP by applying different techniques to different data-sets. Among the others, we highlight

Rajan & Zingales (1998), Levine et al. (2000), Christopoulos & Tsionas (2004), Kar et al. (2011)

and Puente-Ajovín & Sanso-Navarro (2015) for the diversity of the approaches used. On the whole,

conflicting results emerge (Ang 2008), but majority consensus tends to favor causality from private debt

to growth. In an early, but comprehensive survey of this branch of literature, Levine (2005) explains in

details the channels by which private debt should feed growth.

Once causality from private debt to GDP growth was taken for granted, more recent research has

focused on other aspects of their relationship and it has provided further insights. Among the others,

we highlight Arcand et al. (2015) who discuss and show that the relationship between the two is more

complex than linear. Indeed, through across-countries analyses, they find that private debt above a

certain threshold undermines growth or it is associated with less economic growth. This is in line with

the non-linear effects found for public debt (Eberhardt & Presbitero 2015).

This branch of literature considers private debt as a proxy of the financial depth of the economy.

Then, the general result about the positive effect of private debt on growth has been regarded as

the propelling effect of a well-developed financial system on economic growth. Of course, this has

had direct normative implications. Indeed, this result has represented a stimulus to foster financial

liberalization measures at the international level, measures often required by international organizations

1In these two contributions, the authors provide evidence in favor of a larger effect of private debt on the likelihood
of a financial crisis by considering historical data.
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as the condition for financial support.2

Recent research on this topic has also considered the components of private debt separately in order

to check whether a different effect emerges across different components. The paper by Puente-Ajovín &

Sanso-Navarro (2015) explicitly disentangles private non-financial debt into its two main components:

households & non-profit debt and non-financial corporations debt. This is in line with the contributions

by Cecchetti and co-authors (Cecchetti et al. 2011a,b). Puente-Ajovín & Sanso-Navarro (2015) spot

Granger-causality particularly from households & non-profit debt.3

The bulk of works on the relationship between private debt (meant as a proxy of financial depth)

and GDP growth take a long-run perspective. The effect of year t-1 debt on the following 5-year GDP

growth (t+5/t) is usually the object of the analysis; however, there have been interesting exceptions

to this approach (Arestis et al. 2001). Differently, the objective of our research is to study the short-

run effect of private debt on GDP. Indeed, we are interested to understand whether private debt can

stimulate economic activity quickly, and not just in the long-run. Quarterly data are functional to such

a short-run focus.

Our interest on the short-run derives from policy interventions which ease the conditions on private

debt quickly.4 Such interventions have often had the purpose to stimulate Aggregate Demand rapidly

through its Consumption (Cloyne et al. 2016) and Investment components in order to foster economic

activity (Papademos 2003, Blanchard et al. 2010, Mishkin 2011); these have often represented the

policy reaction to an economic slowdown or an adverse shock. From this perspective, we aim to check

whether or not those interventions have been effective.

Towards this end, unlike previous analyses on the long-run effect, we favor a country-by-country

approach. Indeed, we believe that a country-by-country analysis can unveil significant differences about

the effect of private debt on GDP, differences which are more likely in the short-run. We consider

2For an insight in this topic, among the others, see Rodrik (2006) and Estevadeordal & Taylor (2013). More recently,
however, the risks of liberalization have been also acknowledged, see IMF (2012).

3More in details, they study Granger-causality between debt and GDP growth in 16 OECD countries by applying a
SUR-based approach on yearly data from 1980 to 2009.

4As regards the conditions on private debt, we mean the conditions at which financing is provided to the private non-
financial sector. We have in mind mainly the interest rate on that debt. As known, market rates respond to the monetary
policy rate set by the Central Bank when transmission works fine (ECB 2011). The Central Bank might therefore reduce
the monetary-policy interest rate with intent to push downwards market rates to expand credit to the private sector in
order to foster economic activity. However, it is not just an interest rate decrease to ease the provision of debt to the
private sector. Indeed, even the creation of new lending facilities or the softening of collateral requirements may have
the same effect.
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five countries: France, Italy, Germany, the United Kingdom, the United States. The first three are

Euro Area countries expected to have more similar economies (at least over the last fifteen years), the

UK is an EU country with a much developed financial system, the US is a benchmark in international

comparisons across developed countries.

Our analytical strategy consists in calculating the GDP response to a positive private-debt shock,

where private non-financial debt is considered through its two main components separately: i- House-

holds & Non-Profit Debt (HNPd), ii- Non-Financial Corporations Debt (NFCd). This recalls what done

recently by Lof & Malinen (2014) for public debt. If private-debt had a positive effect on GDP, we

would expect to find a positive cumulative impact on GDP growth by some date after the shock. Given

the motivation behind our research, to differentiate between HNPd and NFCd is relevant. The varying

cost of debt affects differently different groups of private agents (Sufi 2015). Indeed, theoretically, an

increase in households & non-profit debt should act more quickly on GDP than an increase in non-

financial corporation debt. The latter is more likely used for investment projects, which need more time

to cause consumption of investment goods to rise.

To summarize, we underline that our research departs from the current literature in three important

aspects. First, we focus on the short-run effect of private debt on GDP. Second, we consider the

different components of the private debt aggregate. Third, we develop a country-by-country analysis.

Consequently, we believe that our research complements those focused on long-run growth. Our results

are therefore not intended neither to confute nor to support those. On the whole, they show that

households & non-profit debt is more effective as a stimulus to economic activity in the short run.

The paper is structured as follows. Section 2 describes the data-set used. Section 3 includes the

analysis and its results. We draw the conclusions in section 4.

2 Data

A short-run analysis requires quarterly data. Quarterly data turn out to be convenient because they

allow to increase a lot the number of time observations within the sample. Private debt data are usually

available from the eighties up to the year before the current one, consequently, we can exploit a sample
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of about 145 observations per country.5 We can therefore afford to apply time series techniques country

by country. As mentioned, we study five countries: France, Italy, Germany, the United Kingdom and

the United States over the 1980q1-2015q3 period.

We use the private debt data made available by the Bank of International Settlements.6 These are

quarterly data for private non-financial debt, to wit, the amount of bank lending granted to the private

non-financial sector of the economy. Private Non-Financial debt (PNFd) is studied through its two main

components: 1- Households & Non-Profit debt (HNPd), 2- Non-Financial Corporations debt (NFCd).

We extract private debt at market value in National Currency. All debt figures are originally in nominal

terms, but we deflate them using the country-specific Consumers Price index (from OECD).7

Real GDP quarterly data for the same group of countries are extracted from the OECD database.

Also the 3-moth Money-Market Rate (MMR) is used in the following analysis, this is extracted from

Thomson Reuters.

To assess the different amounts of private debt across the countries under analysis, we plot it in GDP

terms in Figure 1. In Germany, the UK and the USA, the amount of HNPd is comparable to NFCd.

Differently, in France and Italy, HNPd is much smaller than NFCd. On the whole, the evolution is quite

similar in all the countries considered. In all countries but France, the amount of HNPd and NFCd has

decreased (Germany, the UK, the US) or has remained constant (Italy) after the Global Financial Crisis

in 2008/09.

Many analyses normalize debt figures using the GDP and then consider the effect of normalized debt

on GDP. We believe that this procedure might induce co-movement in the two series and condition

somehow the results. We believe a normalization with respect to population to be more sound, we

therefore use the variables in per-capita terms in our analysis.8 From here on, in the following Tables and

Figures, the variable GDP is real GDP per-capita, PNFd is the Private Non-Financial Debt aggreagate in

real per-capita terms, HNPd is the Households & Non-Profit debt component in real per-capita terms,

NFCd is the Non-Financial Corporations debt component in real per-capita terms.

5For some countries like the USA, a longer time span is available.
6Long series on total credit to the private non-financial sector (www.bis.org/statistics).
7We opt for national currency data since we develop a country-by-country analysis and consequently there is no need

to have all the values in the same currency. At the same time, this avoids using data that might be somehow altered by
the exchange rate conversion.

8Annual population data are extracted from the OECD database. To match the quarterly debt and GDP data, annual
population figures are interpolated (cubic-spline) to quarterly values.
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Figure 1: Debt Levels wrt GDP
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In Figure 2 we report charts for the variables under analysis for each of the five countries considered.

The charts show that PNFd has grown along GDP in all the countries in the last decades; however,

Italy exhibits a weaker co-movement, particularly with respect to HNPd. In all countries both debt

variables are higher than GDP per-capita. As expected, the MMR dynamics is remarkably similar across

countries and it is the same for the Euro Area countries since the Euro’s introduction in 1999.

Table 1 shows correlation across countries and by country. Such correlations are very high: 0.91 for

the PNFd aggregate, 0.78 for NFCd component, 0.86 for HNPd component. Interestingly, the corre-

lation between NFCd and HNPd is much lower: 0.6353*. As for the country-by-country correlations,

Italy exhibits the lowest correlation between PNFd and GDP, the United Kingdom exhibits the highest.

The same holds with reference to NFCd and to HNPd. In the EA countries, the correlation between

GDP and NFCd is higher than the correlation between GDP and HNPd.
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Figure 2: GDP, HNPd, NFCd

0

5

10

15

M
M

R
8.5

9

9.5

10

1980q1 1985q1 1990q1 1995q1 2000q1 2005q1 2010q1 2015q1

log GDP log HNPd log NFCd MMR

de

0

5

10

15

20

25

M
M

R

8.5

9

9.5

10

10.5

1980q1 1985q1 1990q1 1995q1 2000q1 2005q1 2010q1 2015q1
dateQ

log GDP log HNPd log NFCd MMR

fr

0

10

20

30

M
M

R

7.5

8

8.5

9

9.5

10

1980q1 1985q1 1990q1 1995q1 2000q1 2005q1 2010q1 2015q1

log GDP log HNPd log NFCd MMR

it

0

5

10

15

20

M
M

R

8

8.5

9

9.5

10

1980q1 1985q1 1990q1 1995q1 2000q1 2005q1 2010q1 2015q1

log GDP log HNPd log NFCd MMR

uk

0

5

10

15

20

M
M

R

9

9.5

10

10.5

11

1980q1 1985q1 1990q1 1995q1 2000q1 2005q1 2010q1 2015q1

log GDP log HNPd log NFCd MMR

us

Notes: All variables are in real, per-capita terms. Logarithm transformation applied.
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Table 1: Pairwise Correlations
Across Countries

715 obs GDP PNFd NFCd HNPd

GDP 1

PNFd 0.9127* 1

NFCd 0.7823* 0.8784* 1

HNPd 0.8659* 0.9267* 0.6353* 1

MMR -0.4959* -0.6038* -0.5667* -0.5191*

France

143obs GDP PNFd NFCd HNPd

GDP 1

PNFd 0.9528* 1

NFCd 0.9635* 0.9974* 1

HNPd 0.9196* 0.9915* 0.9799* 1

MMR -0.8621* -0.8331* -0.8394* -0.8126*

Italy

143 obs GDP PNFd NFCd HNPd

GDP 1

PNFd 0.7964* 1

NFCd 0.7877* 0.9977* 1

HNPd 0.7384* 0.9925* 0.9910* 1

MMR -0.8463* -0.8587* -0.8514* -0.8355*

Germany

143 obs GDP PNFd NFCd HNPd

GDP 1

PNFd 0.9061* 1

NFCd 0.9498* 0.9769* 1

HNPd 0.8455* 0.9869* 0.9295* 1

MMR -0.7428* -0.7186* -0.7092* -0.7042*

United Kingdom

143 obs GDP PNFd NFCd HNPd

GDP 1

PNFd 0.9773* 1

NFCd 0.9703* 0.9963* 1

HNPd 0.9767* 0.9967* 0.9862* 1

MMR -0.8485* -0.8292* -0.8243* -0.8274*

United States

143 obs GDP PNFd NFCd HNPd

GDP 1

PNFd 0.9705* 1

NFCd 0.9487* 0.9759* 1

HNPd 0.9632* 0.9933* 0.9441* 1

MMR -0.8300* -0.7949* -0.8022* -0.7757*

Notes:· Asterisks mark statistical significance at 5%. · MMR is the Money Market Rate, PNFd is the Private

Non-Financial debt aggregate, HNPd is its Households & Non-Profit component, NFCd is its Non-Financial Corporation

component.

3 Analysis

When it comes to the relationship between GDP and debt, correlations do not say anything about the

existence and direction of causality between them.9 As said, the effort to uncover the causal relationship

between the two has been substantial and has resorted to different analytical approaches. Among the

others, we have already highlighted Rajan & Zingales (1998), Levine et al. (2000), Christopoulos &

Tsionas (2004), Kar et al. (2011) and Puente-Ajovín & Sanso-Navarro (2015) for the diversity of the

strategies adopted.

As said, this literature eventually assumes a direction of causality from private debt to GDP. We

build on this result and check the effect of private debt on GDP in the short-run by considering its two

components: Non-Financial Corporation debt (NFCd) and Households & Non-Profit debt (HNPd). We

9This point is well discussed in Panizza & Presbitero (2014), Panizza et al. (2013) with regard to public debt.
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consider as short-run a period of 6 quarters (one year and a half).

The analytical framework employed is a VAR with four variables: GDP, HNPd, NFCd, MMR. The

VAR approach is particularly convenient for the scope of our analysis since it treats all the variables

symmetrically and it is functional to compute impulse-response functions. Indeed, the objective is to

compute impulse-response functions by country and compare them across countries to unveil differences

about the effect of private debt on GDP. The inclusion of the MMR is to account for the financing

conditions and how these influence the amount of debt.

First thing in order to fit the VAR is to check the stationarity of the variables involved in the analysis.

Macroeconomic variables such as GDP, debt and market rates usually turn out to be not covariance-

stationary. As matter of fact, eyeballing the charts in Figure 2 suggests that all the variables have

a clear trend. The variables might result to be stationary around a linear trend, but detrending does

not make the series stationary.10 Then, the data are likely to be non-stationary around a stochastic

trend. We have therefore run unit-root tests for all the variables. The hypotheses tested are: 1) “H0:

unit root” using the DF-GLS test (Elliott et al. 1996), the ADF Test (Dickey & Fuller 1979) and the

PPerron test (Phillips & Perron 1988); 2) “H0: no unit root” using the KPSS test (Kwiatkowski et al.

1992). Unit-root tests notoriously depend upon the inclusion of the deterministic components and they

are sensitive to the number of lags included in the regression.11 We have run different alternatives, the

results by country and by variable are reported in Table 4 and 5 in Appendix A. On the whole, the tests

suggest that the variables are non-stationary and that a stochastic trend is present.

The presence of a stochastic trend in the variables affects directly the specification of the vector auto-

regression to use for the analysis. This is because of the theoretical possibility of cointegration among

non-stationary variables (Engle & Granger 1987), cointegration would involve the existence of a long-run

relationship between GDP, HNPd and NFCd. This would be a fascinating occurrence to exploit in our

analysis. Moreover, if a long-run relationship among such variables existed, a VAR which excludes it

would be misspecified (Enders 2010). We have therefore checked the presence of cointegrating equations

through the Johansen’s approach (Johansen 1995).12 Based on its results, cointegrating equations are

10The standard procedure to check this is to run an OLS estimation of the variable on a linear trend, save the residuals
and run unit-root tests on those residuals to check whether such a detrending procedure was enough to induce stationarity.

11Under the null of a unit root, inclusion of a constant in Dickey-Fuller kind of equations implies a linear trend, while
under the alternative it is just a constant.

12These results are available upon request.
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not present among the variables under analysis. In the absence of cointegration, we estimate the VAR

in first differences; we have verified that first differences make the data stationarity. The representation

of the VAR estimated is the following:



d.lHNPdt

d.lNFCdt

d.lGDPpct

d.MMRt


=



α1

α2

α3

α4


+

n∑
k=1

Γk ·



d.lHNPdt−k

d.lNFCdt−k

d.lGDPpct−k

d.lMMRt−k


+



ε1

ε2

ε3

ε4


.

The α coefficients are the deterministic terms in the VAR regressions, the elements in the Γ matrices

are the autoregressive coefficients. The variables were log-transformed before first-differencing, first

differences therefore represent growth rates.

As known, it is crucial to specify correctly the VAR by including the appropriate number of lags in

order to avoid auto-correlated residuals (εt). Standard methodologies suggest to start with the maximum

reasonable number and to run Exclusion Tests of the highest lag-order included or, alternatively, to

compare alternative lag-orders through information criteria (Lutkepohl 2005). We opt for the first

approach. We start with an economically reasonable lag length, which is 6 (one year and a half

dependence), and stop when the Wald test rejects the exclusion hypothesis and/or no auto-correlation

emerges. The results of this procedure for each of the five countries considered are reported in Table

2.13 On the whole, the inclusion of five lags seems reasonable for all the countries considered.

Since all the equations in the VAR are symmetric, we perform a standard maximum-likelihood

estimation country-by-country. The purpose of VAR estimations is not the checking of the single

coefficients, but hypothesis testing on those coefficients and impulse-response analysis (Stock & Watson

2001). Coherently, we report the estimation output in Appendix B for completeness, while we mention

the results of the Granger-causality test and discuss the Impulse Response Functions in details in the

next sub-section.

13The different Information Criteria provide very different suggestions with little economic meaning, this is why we
opted for the first approach. More in details, we run subsequent Exclusion Tests and stop when the null is rejected.
For that order, we check also that auto-correlation does not emerge. If auto-correlation emerges, we do not accept it
as the number of lags to include in the VAR. In this case, we check auto-correlation at the 1-step higher order, if no
auto-correlation emerges at that order, we include that number of lags in the VAR.
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Table 2: VAR Lag Selection
France Italy Germany
p-value (χ2) procedure p-value (χ2) procedure p-value (χ2) procedure

Exclusion Test of 6th lag 0.141 0.961 0.346
Exclusion Test of 5th lag 0.001 stop 0.223 0.006 stop
Exclusion Test of 4th lag 0.000 stop

AC test at 5th lag 0.218 ok 0.408 ok 0.305 ok
AC test at 4th lag 0.000 no ok

Final Selected: 5 5 5
United Kingdom United States
p-value (χ2) procedure p-value (χ2) procedure

Exclusion Test of 6th lag 0.148 0.432
Exclusion Test of 5th lag 0.021 stop 0.000 stop
Exclusion Test of 4th lag

AC test at 5th lag 0.052 ok 0.068 ok
AC test at 4th lag

Final Selected: 5 5
Notes: · AC is the auto-correlation test, H0 "no auto-correlation" · The Exclusion test is the Wald test,
H0 "lag non-statistically different from zero".

3.1 Inference on the Estimation Output

On the whole, the results of the Granger-causality tests (Amisano & Giannini 1997) raise doubts about

the direction of causality between GDP and private debt.14 This is not surprising. In fact, doubts on

their relationship have emerged also from previous contributions to this branch of literature (Ang 2008).

Furthermore, the results of the tests are to take with caution since they are very sensitive to the number

of lags included; even the short-run perspective taken might not be functional to test causality. This

is why we do not focus on this point and consequently assume the consensus view in this literature:

Causality from private debt to GDP (more recently, Arcand et al. 2015).

Orthogonalized Impulse Response Functions (OIRFs) are plotted in the following Figure 3 and 4.

The ordering for the Cholesky decomposition is (1) MMR, (2) HNPd, (3) NFCd, (4) GDP. Since the

underlying variables are growth rates (first difference of log variables), we preferred to plot Cumulative

OIRFs; bootstrapped Confidence Intervals are reported in the Figures too. The values behind the plots

are in Table 3.
14The results of the Granger causality test are in Table 6 in Appendix A. As for the relationship between GDP and

HNPd/NFCd, GDP seems to be Granger-caused by NFCd only in France , and by HNPd only in Italy. Symmetrically,
NFCd seems to be Granger-caused by GDP only in France; it is therefore mutual causality with GDP for France. HNPd
seems never to be Granger-caused by GDP. Interestingly, for all countries but France, NFCd seems to be Granger-caused
by HNPd; this is a result difficult to interpret, but useful for the identification of the shocks through the ordering for the
Cholesky decomposition.
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Figure 3: Cumulative OIRFs: France, Italy, Germany
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Figure 4: Cumulative OIRFs: UK and USA
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Graphs by irfname, impulse variable, and response variable

Left chart: Impulse is D.lHNPd, Response is D.lGDP

Right chart: Impulse is D.lNFCd, Response is D.lGDP

Table 3: Cumulative Orthogonalized Impulse Response Functions
France Italy Germany U.Kingdom U.States

step 1 2 1 2 1 2 1 2 1 2

0 4.80E-06 -0.00043 -0.0002 -0.00141 0.00038 -0.00085 0.001013 -0.00033 0.001816 0.000631

1 -0.00019 -0.00022 0.00008 -0.00142 -7.8E-05 -0.00016 0.001824 0.000012 0.002909 0.001475

2 0.000216 -0.00051 -0.00119 -0.00184 -0.00049 -0.00119 0.003755 0.000473 0.004 0.000881

3 0.000543 -0.00115 -0.00105 -0.00315 -0.00086 -0.00121 0.004654 0.000304 0.005354 0.001559

4 0.001148 -0.00184 0.000107 -0.00415 -0.00021 -0.0005 0.004997 0.000298 0.006487 0.001812

5 0.001526 -0.00162 0.001709 -0.00511 0.000044 -0.00171 0.005882 0.000182 0.006435 0.002153

6 0.001616 -0.00153 0.000806 -0.00552 0.000363 -0.00249 0.006461 0.00052 0.006751 0.00225

1- Impulse: D.lHNPd, Response: D.lGDP | 2- Impulse: D.lNFCd, Response: D.lGDP
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Effect of Households & Non-Profit debt on GDP

As for the effect of per-capita HNPd on per-capita GDP growth, the impact effect is positive for

Germany, the UK and the USA, it is negative for Italy, and it does not seem different from zero for

France. The cumulative effect is definitely positive for the United Kingdom and the United States; it

is very much comparable for these two countries. It is positive for France too, but confidence-intervals

are wide and include zero. Italy and Germany exhibit a close-to-zero effect. In terms of evolution, after

the impact, the effect is constantly positive for the United Kingdom and the United States. France

exhibits a negative variation only after one quarter but the effect becomes constantly positive afterwards.

Germany exhibits a slightly U-shaped effect with a minimum at the third quarter. Italy exhibits a very

variable effect which is negative for many quarters.

Effect of Non-Financial Corporations Debt on GDP

As for the effect of per-capita NFCd on per-capita GDP growth, the results are much different compared

to HNPd. The impact effect is negative for France, Italy and Germany, close to zero for the UK, markedly

positive for the USA. The cumulative effect seems quite positive only for the United States, while it

does not seem significantly different from zero for the United Kingdom. It is definitely negative for

France, Italy and Germany. In terms of evolution, there is more volatility in France, Germany and the

USA. The evolution is smoother for Italy and the United Kingdom; the latter exhibits a particularly flat

effect.

3.2 Discussion of the results

On the whole, HNPd has a positive short-run effect on GDP. Differently, NFCd has a negative short-run

effect on GDP growth in France, Italy and Germany. Let us discuss first the case when the cumulative

effect is positive both for HNPd and NFCd; based on our results, this is definitely the case of the USA.

Since we are considering the short-run effect on GDP growth, it makes sense that HNPd has a larger

impact on economic activity in the short-run. This is easier to understand if we assume that households

borrow for consumption, while firms borrow to invest in medium-to-long term projects. The latter are

likely to need more time to cause consumption of investment goods to rise.
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But, how to explain a negative effect of NFCd in France, Italy and Germany? This might depend

upon the uncertain causality direction. Puente-Ajovín & Sanso-Navarro (2015) show that causality is

much clearer from HNPd to GDP than from NFCd to GDP. If we think about this, as matter of fact, we

do not know for which reason firms really borrow. Positive shocks might be associated with a negative

GDP evolution during certain periods because firms borrow from banks to meet their financial needs

during those unfortunate periods. Interestingly, the negative effect emerges in those countries where

firms, also because of their smaller average size, are more likely to depend upon the banking channel

than firms in the United Kingdom and the United States (EIB 2014, 2013).

4 Conclusions

Private debt has been considered an important determinant of economic growth for many years. The

literature assuming and quantifying the causal effect of private debt, meant as the financial-depth of

the economy, on GDP over the long-run is large and rewarded with majority consensus.

Our research departs from that literature in three important aspects. First and foremost, we have

focused on the short-run effect of private debt on economic activity. This is because our interest is

in understanding whether an increase of private debt has stimulated economic activity quickly in the

past. Indeed, if this is the case, policy measures which ease lending might be effective to contrast an

economic downturn. Secondly, we have differentiated between debt granted to households & non-profit

institutions from debt granted to non-financial corporations. Thirdly, we have opted for a country-

by-country analysis in order to unveil differences across countries which are likely to have a different

background with regard to households and corporate financing.

On the whole, our results suggest that households & non-profit debt has been effective as a stimulus

to economic activity in the short-run. On the contrary, the evidence is mainly negative with respect to

non-financial corporations debt in all countries but the USA. This may be explained by considering the

potentially different motivations behind households and corporate indebtedness (section 3.2). Based

on our results, policy measures aimed to a quick recovery of economic activity should favor households

borrowing.
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Appendix A. Tables and Figures

Table 4: Unit-Root tests - GDP, HNPd
Elliott, Rothenberg Phillips, Perron (1988) Kwiatkowski, Phillips,

and Stock (1996) Schmidt and Shin (1992)

H0:"unit-root" H0:"unit-root" H0:"no unit-root"

GDP

FR DFGLS stat, 1L:-1.405 | 5% CV:-2.977 T-stat:-1.280 | 5% CV: -2.887 T-stat, 4L: 0.468 | 5% CV: 0.146

DFGLS stat, 3L:-1.412 | 5% CV:-2.952 T-stat, 3L: 0.574 | 5% CV: 0.146

does not reject H0 does not reject H0 rejects H0

DE DFGLS stat, 1L:-2.443 | 5% CV:-2.977 T-stat:-0.653 | 5% CV: -2.887 T-stat, 4L: 0.426 | 5% CV: 0.146

T-stat, 3L: 0.520 | 5% CV: 0.146

does not reject H0 does not reject H0 rejects H0

IT DFGLS stat, 5L:-0.916 | 5% CV, 5L:-2.924 T-stat:-1.781 | 5% CV: -2.887 T-stat, 4L: 0.629 | 5% CV: 0.146

DFGLS stat, 4L:-1.269 | 5% CV, 4L:-2.939 T-stat, 3L: 0.777 | 5% CV: 0.146

does not reject H0 does not reject H0 rejects H0

UK DFGLS stat, 3L:-1.994 | 5% CV, 3L:-2.952 T-stat:-0.866 | 5% CV: -2.887 T-stat, 4L: 0.402 | 5% CV: 0.146

DFGLS stat, 2L:-1.791 | 5% CV, 2L:-2.965 T-stat, 3L: 0.495 | 5% CV: 0.146

does not reject H0 does not reject H0 rejects H0

US DFGLS stat, 2L:-1.907 | 5% CV, 2L:-2.965 T-stat: -1.102 | 5% CV: -2.887 T-stat, 4L: 0.48 | 5% CV: 0.146

T-stat, 3L: 0.59 | 5% CV: 0.146

does not reject H0 does not reject H0 rejects H0

HNPd

FR DFGLS stat, 3L:-1.761 | 5% CV, 3L:-2.953 T-stat: -1.227 | 5% CV: -2.887 T-stat, 4L: 0.249 | 5% CV: 0.146

T-stat, 3L: 0.308 | 5% CV: 0.146

does not reject H0 does not reject rejects H0

DE DFGLS stat, 13L: -1.687 | 5% CV, 13L:-2.779 T-stat: -3.660 | 5% CV: -2.887 T-stat, 4L: 0.678 | 5% CV: 0.146

DFGLS stat, 12L: -2.114 | 5% CV, 12L: -2.799 T-stat, 3L: 0.841 | 5% CV: 0.146

does not reject H0 does not reject H0 rejects H0

IT DFGLS stat, 11L: -2.391 | 5% CV, 11L: -2.819 T-stat: -0.989 | 5% CV: -2.887 T-stat, 4L: 0.157 | 5% CV: 0.146

DFGLS stat, 12L: -3.278 | 5% CV, 12L: -2.799 T-stat, 3L: 0.192 | 5% CV: 0.146

rejects H0 does not reject H0 rejects H0

UK DFGLS stat, 3L: -2.084 | 5% CV, 3L:-2.953 T-stat: -3.413 | 5% CV: -2.887 T-stat, 4L: 0.389 | 5% CV: 0.146

T-stat, 3L: 0.479 | 5% CV: 0.146

rejects H0 rejects H0 rejects H0

US DFGLS stat, 4L: -3.619 | 5% CV, 4L: -2.939 T-stat: -1.437 | 5% CV: -2.887 T-stat, 4L: 0.292 | 5% CV: 0.146

DFGLS stat, 11L: -1.812 | 5% CV, 11L: -2.819 T-stat, 3L: 0.360 | 5% CV: 0.146

dubious does not reject H0 rejects H0
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Table 5: Unit Root tests - NFCd, MMR
Elliott, Rothenberg Phillips, Perron (1988) Kwiatkowski, Phillips,

and Stock (1996) Schmidt and Shin (1992)

H0:"unit-root" H0:"unit-root" H0:"no unit-root"

NFCd

FR DFGLS stat, 2L: -2.426 | 5% CV:-2.966 T-stat: -0.505 | 5% CV: -2.887 T-stat, 4L: 0.176 | 5% CV: 0.146

DFGLS stat, 4L: -3.243 | 5% CV: -2.939 T-stat, 3L: 0.215 | 5% CV: 0.146

dubious does not reject H0 rejects H0

DE DFGLS stat, 4L: -1.543 | 5% CV, 4L:-2.939 T-stat: -1.605 | 5% CV: -2.887 T-stat, 4L: 0.555 | 5% CV: 0.146

DFGLS stat, 1L: -1.043 | 5% CV, 1L: -2.978 T-stat, 3L: 0.686 | 5% CV: 0.146

does not reject H0 does not reject H0 rejects H0

IT DFGLS stat, 10L: -1.974 | 5% CV, 10L: -2.838 T-stat: -1.247 | 5% CV: -2.887 T-stat, 4L: 0.151 | 5% CV: 0.146

DFGLS stat, 4L: -2.707 | 5% CV, 4L: -2.939 T-stat, 3L: 0.184 | 5% CV: 0.146

rejects H0 does not reject H0 rejects H0

UK DFGLS stat, 4L: -1.035 | 5% CV, 4L: -2.939 T-stat: -2.475 | 5% CV: -2.887 T-stat, 4L: 0.45 | 5% CV: 0.146

T-stat, 3L: 0.551 | 5% CV: 0.146

does not reject H0 does not reject H0 rejects H0

US DFGLS stat, 11L: -2.191 | 5% CV, 11L: -2.819 T-stat: -1.132 | 5% CV: -2.887 T-stat, 4L: 0.149 | 5% CV: 0.146

DFGLS stat, 2L: -3.615 | 5% CV, 2L: -2.966 T-stat, 3L: 0.184 | 5% CV: 0.146

rejects H0 does not reject H0 rejects H0

MMR

FR DFGLS stat, 3L: -2.586 | 5% CV, 3L:-2.952 T-stat: -1.640 | 5% CV: -2.887 T-stat, 4L: 0.287 | 5% CV: 0.146

DFGLS stat, 1L: -2.814 | 5% CV, 1L: -2.977 T-stat, 3L: 0.341 | 5% CV: 0.146

does not reject H0 does not reject H0 rejects H0

DE DFGLS stat, 1L: -2.801 | 5% CV, 1L:-2.977 T-stat: -1.525 | 5% CV: -2.887 T-stat, 4L: 0.0811 | 5% CV: 0.146

T-stat, 3L: 0.0976 | 5% CV: 0.146

does not reject H0 does not reject H0 does not reject H0

IT DFGLS stat, 1L: -2.671 | 5% CV, 1L:-2.977 T-stat: -1.367 | 5% CV: -2.887 T-stat, 4L: 0.342 | 5% CV: 0.146

DFGLS stat, 2L: -2.303 | 5% CV, 2L: -2.965 T-stat, 3L: 0.411 | 5% CV: 0.146

does not reject H0 does not reject H0 rejects H0

UK DFGLS stat, 5L: -2.689 | 5% CV, 5L: -2.924 T-stat: -2.078 | 5% CV: -2.887 T-stat, 4L: 0.0674 | 5% CV: 0.146

DFGLS stat, 1L: -2.753 | 5% CV, 1L: -2.977 T-stat, 3L: 0.0796 | 5% CV: 0.146

does not reject H0 does not reject H0 does not reject H0

US DFGLS stat, 1L: -2.076 | 5% CV, 1L: -2.977 T-stat: -2.172 | 5% CV: -2.887 T-stat, 4L: 0.208 | 5% CV: 0.146

T-stat, 3L: 0.249 | 5% CV: 0.146

does not reject H0 does not reject H0 rejects H0
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Table 6: Granger-causality tests
FR IT DE UK US

y x df p-value
(
χ2

)
p-value

(
χ2

)
p-value

(
χ2

)
p-value

(
χ2

)
p-value

(
χ2

)
D.lGDP D.MMR 5 0.042 0.133 0.390 0.348 0.544

D.lGDP D.lHNPd 5 0.489 0.017 0.576 0.056 0.297

D.lGDP D.lNFCd 5 0.027 0.387 0.100 0.874 0.102

D.lGDP ALL 15 0.010 0.001 0.213 0.074 0.031

D.lHNPd D.MMR 5 0.119 0.055 0.089 0.000 0.438

D.lHNPd D.lNFCd 5 0.143 0.416 0.889 0.210 0.204

D.lHNPd D.lGDP 5 0.117 0.811 0.727 0.187 0.586

D.lHNPd ALL 15 0.078 0.218 0.434 0.001 0.328

D.lNFCd D.MMR 5 0.749 0.443 0.646 0.544 0.768

D.lNFCd D.lHNPd 5 0.451 0.006 0.003 0.008 0.000

D.lNFCd D.lGDP 5 0.000 0.445 0.319 0.815 0.099

D.lNFCd ALL 15 0.000 0.012 0.020 0.077 0.000

D.MMR D.lHNPd 5 0.510 0.026 0.137 0.504 0.023

D.MMR D.lNFCd 5 0.031 0.335 0.707 0.501 0.056

D.MMR D.lGDP 5 0.006 0.012 0.000 0.381 0.000

D.MMR ALL 15 0.002 0.005 0.000 0.378 0.000

Notes: ·H0”x does not Granger-cause y”.·Blue-colored values signal rejection of H0, then where Granger-causality

emerges.

Appendix B. VAR estimation output
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