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Abstract 
 
In this paper, we study the effects of a self-regulatory effort, orchestrated by the European 
Commission, that aims to reduce advertising revenues for publishers of copyright infringing 
content. Historical data lets us follow how the third-party advertising and tracking services 
associated with a large number of piracy websites and a corresponding set of legitimate 
“placebo” websites change after the agreement to self-regulate went in place. We find that larger 
EU-based advertisers comply with the initiative and reduce their connections with piracy 
websites. We do not find reductions for other non-advertising services that track consumers, 
which has potentially important implications for the efficiency of targeted advertising. 
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1 Introduction

Advertising is an important institution in multi-sided markets. On the one hand, it enables

firms to inform and persuade consumers about their products. On the other hand, it

generates incentives for the creation of content. The classic example is the newspaper

market, where advertisers fund journalism by effectively subsidizing the price charged to

readers. It is well understood that in this market, as well as in many other media markets,

the interests of advertisers and consumers are not necessarily aligned, which potentially

affects the type of content created by publishers (see e.g. Xiang and Sarvary, 2007; Ellman

and Germano, 2009).

However, less well understood are the potentially important externalities that make ad-

funded content dynamically welfare decreasing, although it creates a positive surplus for

all directly involved parties (advertisers, consumers and publishers) in the short run. To

illustrate this idea, consider the recent phenomenon of false and misleading information

(“fake news”), which – anecdotally – is mainly produced to create an audience for advertis-

ers.1 The observation that a number of news articles about US politics, which are based on

objectively false information, where widely shared on social media created a public debate

on whether fake news could have biased voting decisions in the 2016 presidential election.2

Just a few days after the election, major players in the advertising industry, including

Google, Facebook and AppNexus announced that they will introduce mechanisms to ban

publishers of fake news and hate speech from using their services.3 This seems to be in line

with a literature that has argued that firms can have incentives to strategically internalize

(“self-regulate”) to preempt political action (e.g. Maxwell et al., 2000), or sacrifice profits

as a response to consumer activism (e.g. Hendel et al., 2017).4 However, anecdotally it

seems that the strategic incentives to self-regulate can vary across firms. Considerably

1See http://www.bbc.com/news/magazine-38168281.
2Evidence in Allcott and Gentzkow (2017) suggests that the average US adult was exposed to about one
fake news article during the election period. The authors argue that this is too little exposure to change
the election outcome, i.e. relative to the margin with which Donald Trump won.

3See for example http://www.wsj.com/articles/google-pulled-into-debate-over-fake-news-on-

the-web-1479159867.
4Political action is not unlikely in this market. A recent example is the German Netzwerkdurchsetzungsgesetz.
Coming into effect in October 2017, the legislation forces platforms with more than two million users to
remove content containing hate speech or other criminal material within 24 hours. See http://www.bbc.

com/news/technology-40444354.
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smaller firms such as Pubmatic and OpenX announced that they will not change their

policies, arguing that “we do not make it our business to police editorial content” and

“[we are] proud to support a free and vibrant internet”.5 Self-regulation is not uncommon

in the advertising industry and its underlying economics appear to be more general and

independent of the context of elections.6

In this paper, we study the strategic choice of whether or not firms in the online adver-

tising industry follow a self-regulation effort in the context of copyright infringing content

(“online piracy”). We specifically investigate heterogeneity in terms of firm size and firm

type. According to a joint report of the music and advertising industry published in 2012,

more than two thirds of copyright infringing websites are predominately financed by ad-

vertising.7 When advertising makes it profitable to run a platform that makes unlicensed

software and media products available to consumers, and consumers substitute away from

licensed products, the negative externalities of advertising appear in the form of reduced

revenues of creators. In the long run, this can reduce incentives to invest in the creation

of such products (e.g. Bae and Choi, 2006).

We identify the strategic reactions to self-regulation in a setting where a natural experi-

ment, based on geography, increases the threat of public regulation for some firms in the

advertising industry, and not to others. We exploit the orchestration of self-regulation by

the European Commission, in which EU-based advertising firms face pressure to estab-

lish a voluntary agreement to reduce the flow of revenues to IP-infringing websites. The

EC explicitly states that “[...] those codes of conduct at EU level could be backed by

legislation, if required, to ensure their full effectiveness.”8 Specifically, we compare the

involvement of EU-based and non-EU-based firms in the piracy market, before and after

an agreement on basic principles of self-regulation was signed on October 21, 2016.

We collect unique data that allows us to observe the ad and tracking services associated

5See http://adage.com/article/digital/major-ad-technology-company-bars-breitbart-news-hate-

speech/306887/.
6For example, there are several industry associations dealing with self-regulation, like the Advertising Self-
Regulatory Council in the US, the European Advertising Standards Alliance and the Advertising Standards
Bureau in Australia. Examples of self-regulation include advertising to children, food and beverage adver-
tising, and gambling advertising; see https://adstandards.com.au/products-issues.

7Google and PRS (2012), “The six business models for copyright infringement”, https://docs.google.

com/file/d/0Bw8Krj_Q8UaENDhEOG1LVFRhVkU/view.
8See https://ec.europa.eu/growth/industry/intellectual-property/enforcement_en.
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with 269 piracy websites at various points in time, based on the HTTP requests that these

websites make to third parties. For each piracy website, we find two legitimate (“placebo”)

websites that are similar in audience size, and collect information on the associated third

parties. This allows us to follow 923 third-party services and their interactions with piracy

and placebo websites from early 2016 to early 2017. Finally, we add meta information

that lets us distinguish between EU-based and non-EU-based, smaller and larger, and ad

and non-ad (“tracking”) services. We estimate parameters of reduced form difference-

in-differences models, allowing for group-specific time trends and individual-level fixed

effects.

Two main results emerge from our analysis. First, our results suggest that EU-based ad

services on average do not seem to comply with the self-regulation. We find a small and

statistically not significant change in the number of piracy websites per ad service. Once

we allow for heterogeneity in size, however, we find that the number of piracy websites

served by an ad service is significantly decreasing in the size of the ad service. We interpret

this as evidence that the likelihood of complying with the self-regulation increases with

firm size. We further provide some evidence that ad services that were not active in

the piracy market before the self-regulation agreement increase their presence on piracy

websites afterwards. Second, we contrast ad services and other non-directly ad-related

services (“tracking services”). We find that the number of piracy websites associated with

tracking services does not change significantly. We interpret this as evidence that it is

mainly ad services that comply to the self-regulation.

These results raise concerns about the overall effectiveness of the self-regulation effort

with respect to reducing incentives for publishers to supply unlicensed content. Somewhat

consistent with this view, we show that there is at least no clear downward trend in the

rate of entry of new piracy websites after the agreement, and in the number of visits to

existing piracy websites.

We believe that our results allow to draw at least two broader implications. First, our

results show that creating incentives for firms to self-regulate and internalize an externality

can be intricate when firms are heterogenous. Second, we argue that the fact that tracking

services don’t seem to respond to incentives to take part in a self-regulation can increase
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the efficiency of targeted advertising. The information that a consumer has visited a

piracy website can be valuable to advertisers seeking to advertise elsewhere. For example,

knowing that a consumer has navigated to an unlicensed live sports streaming website

can be indicative of that consumer’s interest in sports. In other cases, when visiting a

piracy website signals that a consumer has a low willingness to pay, data on the browsing

history can be valuable for negative targeting, i.e. to make sure that this user is not

served the ad. Because of these informational externalities, incentivizing self-regulation,

even when relatively ineffective with respect to its main goal, can lead to more efficient

market outcomes than an one-size-fits-all regulation that affects the entire industry.

Our study makes contributions to several literatures. First, we provide evidence that

different types of firms face different types of trade-offs in the strategic decision to self-

regulate, adding to a large literature on corporate self-regulation (see e.g. Maxwell et al.,

2000; Egorov and Harstad, 2017). Second, we contribute to the literature on the economics

of online advertising, tracking and privacy (see Tucker, 2012; Goldfarb, 2014; Peitz and

Reisinger, 2015 for summaries). Third, we add to the growing literature that evaluates

IP enforcement policies (Adermon and Liang, 2014; Danaher and Smith, 2014; Reimers,

2016; Peukert et al., 2017; Aguiar et al., 2017).

2 Context

2.1 The market for online advertising and consumer tracking

The market for online advertising and consumer tracking is comprised of the system that

connects advertisers to consumers via publishers. While publishers can in principle directly

connect to advertisers, in practice, a large majority of publishers uses intermediaries to do

so. Over the last 20 years, the online advertising industry has grown by a factor of 50 in

terms of number of distinct services on the market, and by a factor of 4 in terms of the

median number of distinct services used per website (Lerner et al., 2016). Now, about 88%

of the top 1 million most popular websites operate with at least one third-party service,

and out of those, the average site requests about 9 distinct third-party domains (Libert,

2015). At the same time, the industry has become considerably concentrated with the top
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20 services covering about a third of the market (Gill et al., 2013; Schelter and Kunegis,

2016). Advertising networks, such as Google’s DoubleClick, take a central position in this

system in that they connect a range of auxiliary advertising services that intermediate

and facilitate a market between advertisers, publishers and data providers. Advertisers

and publishers sometimes buy services (demand-side and supply-side platforms) that en-

able more effective targeting, most prominently from tracking services which collect and

consolidate behavioral data of users. For example, a tracking-plugin installed on a website

places a cookie on a consumer’s machine, which allows the publisher to follow the same

consumer within her platform (e.g. Google Analytics), but also allows the third-party to

track consumers across other websites that operate the same plugin. Prominent exam-

ples of across-publisher tracking services are the “like” and “share” buttons operated by

social media websites (Chaabane et al., 2012; Roosendaal, 2012). These data are sold to

advertisers or advertising networks, which use it to predict the “value” of a consumer,

and which consequently affects their willingness to pay for the consumer’s eyeballs.9 It is

important to note that firms are often vertically integrated and assume multiple roles at

the same time. For example, an advertising network can collect data from the tracking of

consumers, use this data to enhance its prediction models, but also sell it to advertisers

or other advertising networks.

Much of what is going on in real-time as a user visits a publisher’s website is not directly

visible for the consumer, nor are the identities of the involved parties that collect and trade

personal information completely transparent. As a result, a growing body of literature in

economics and related fields has focused on privacy issues (see Acquisti et al., 2016 for a

summary).

2.2 The economics of online advertising and consumer tracking

The literature on the economics of online advertising and consumer tracking has been

steadily growing (see Tucker, 2012, Goldfarb, 2014 and Peitz and Reisinger, 2015 for

9For example, Facebook states in a 2015 press release: “Last year, we introduced online interest-based
advertising – ads based on people’s use of other websites and apps [...]. For example, with online interest-
based ads, if you visit hotel and airline websites to research an upcoming trip, you might then see ads for
travel deals on Facebook.”, see https://www.facebook.com/notes/facebook-and-privacy/a-new-way-

to-control-the-ads-you-see-on-facebook/926372204079329/.

5

https://www.facebook.com/notes/facebook-and-privacy/a-new-way-to-control-the-ads-you-see-on-facebook/926372204079329/
https://www.facebook.com/notes/facebook-and-privacy/a-new-way-to-control-the-ads-you-see-on-facebook/926372204079329/


summaries). In what follows we review a selection of studies that are especially useful

given the empirical context of our study.

The model of de Cornière and de Nijs (2016) provides some intuition why a publisher would

allow advertisers to get access to detailed information about her users. The authors look

at the problem of a monopoly publisher that can decide on whether to install a tracking

service. In their model, the tracking service enables advertisers to charge higher prices

on the product market. However, only with sufficient competition across advertisers, the

publisher can fully capture this rent, which drives incentives to install the tracking service.

A second set of papers helps to see under which circumstances competing publishers would

share information about their users by using the same or overlapping third-party services.

In the model of Athey et al. (forthcoming), there are two competing publishers that sell ad

space to heterogeneous advertisers. Both publishers can perfectly track consumers on their

own platform, but not beyond. With multi-homing consumers, advertising is inefficient in

that multi-homing advertisers may not be able reach some consumers and may advertise

too often to others. As a result, low-type (low valuation per consumer) advertisers single

home, high-type advertisers multi home (because of opportunity cost of not informing

consumers). In the set-up of Ghosh et al. (2015), publishers can decide to share their

information about consumers with other publishers. In this model, when advertisers value

consumers homogeneously, all publishers agree, i.e. either all will decide to share informa-

tion, or none. However, with heterogeneous advertisers, in the sense that some advertisers

value high-type consumers more than other advertisers, sharing information makes some

publishers better off, some worse off. This is because advertisers can better distinguish

between high-type and low-type consumers visiting the publisher, which increases their

average willingness to pay, reducing demand for ads at competitive publishers. Put dif-

ferently, because of the leakage effect of information sharing, the advertiser will be able

to target the same consumer elsewhere at a lower price. In the model of D’Annunzio

and Russo (2017), publishers implicitly share information about consumers by joining an

advertising network. In their model, consumers can decide whether they want to share

their information with publishers. The authors show that the possibility to opt out of

tracking (e.g. by deleting cookies), can be welfare decreasing, because consumers ignore
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the positive externality of tracking on advertising revenues.

Empirically, there seems to be important heterogeneity with regards to how valuable the

information from consumer tracking is to advertisers. Lambrecht and Tucker (2013) show

that the effectiveness of targeted advertising, using information on the previous browsing

history of a consumer (“retargeting”), largely depends on the types of websites that the

consumer has visited before. Relatedly, Tucker (2014) and Bleier and Eisenbeiss (2015)

show that the effectiveness of ads depends on how much information (e.g. about browsing

history) the advertiser uses to personalize the ad.

2.3 Evidence on the effectiveness of online copyright enforcement

In the last decade, firms and governmental authorities have used a variety of different ap-

proaches to enforce copyright on the Internet. The aim has been to counter the potentially

large negative revenue effects of online piracy, which may reduce long-run incentives to

invest in the creation of content. A growing body of literature evaluates these policies and

arrives at sobering conclusions.

A first set of actions was targeted at the demand-side, involving stricter anti-piracy leg-

islation, and blocking access to certain websites. According to McKenzie (2017), the

announcement and introduction of stricter laws in France, New Zealand, South Korea,

Taiwan, UK, and the US did not affect movie revenues at the box office. For digital music

sales, however, Danaher et al. (2014) report an increase of 22-25% as a result of a new law

in France. Adermon and Liang (2014) find a similar effect caused by stricter legislation

in Sweden, but they also show that the effect diminishes after 6 months. Evaluating the

effects of DNS-blocking in the Netherlands, Poort et al. (2014) find a small decrease in

self-reported piracy-levels of music, video, games and books. But also in their data, the

effect vanishes after 6 months for most content types.

A second line of research investigates the effects of supply-side measures, such as the

takedown of specific content, entire hosting services and link directories. Reimers (2016)

finds that private efforts to remove infringing content increases sales of electronic books

by 14%. Danaher and Smith (2014) find that the number of downloads of licensed movie

content increases by 7-9% after the shutdown of Megaupload. In the same context, Peuk-
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ert et al. (2017) find a similarly sized effect on the theatrical revenues of widely released

blockbuster movies, however, revenues of the average movie even decline. The authors

argue that piracy can have positive externalities through word-of-mouth, which are more

prevalent for movies with smaller advertising budgets. Evaluating the shutdown of a link

directory, Aguiar et al. (2017) use individual-level clickstream data to show that a reduc-

tion in consumption of unlicensed content is relatively small, mainly because consumers

quickly switch to other piracy websites. Further, they don’t find much evidence for an

increase in the demand for licensed services.

As a result, it is not surprising that online piracy is still prevalent despite the plethora

of enforcement efforts: According to a report published by the UK Intellectual Property

Office, a consumer survey from the first half of 2016 suggests that of all consumers who

consumed online entertainment content in past three months, 25% have done so at least

once via unlicensed channels.10

2.4 “Follow the money” and self-regulation in online advertising

Perhaps by recognizing the weaknesses of demand-side and supply-side efforts, a new ap-

proach to online copyright enforcement has gained popularity in recent years. The idea

is that self-regulation of the advertising industry, in which intermediaries in the online

advertising ecosystem commit to not serving ads or ad-related services to websites that

contain IP infringing content. This approach is largely born out of the observation that

the economic incentives to operate a website that hosts copyright infringing content are

to a large extent driven by advertising revenues. According to industry reports, more

than two thirds of copyright infringing websites are predominately financed by advertis-

ing,11 and annual ad revenues of piracy sites are in the range of $230 million, with profit

margins of 80%.12 Commonly referred to as “follow the money”, initiatives have been

started in a variety of countries since 2014.13 In the United Kingdom, a private-public

10Intellectual Property Office (2016), “Online Copyright Infringement Tracker, Latest wave of research Mar
16–May 16, Overview and key findings”, p. 19.

11Google and PRS (2012), “The six business models for copyright infringement”, https://docs.google.

com/file/d/0Bw8Krj_Q8UaENDhEOG1LVFRhVkU/view.
12See “Good money gone bad – Digital thieves and the hijacking of the online ad business”, available at
https://drive.google.com/file/d/1W7FB6deYUzqMzJe3TBuNgtpUIlWrLyP1.

13See the chronology detailed in “Copyright enforcement online: policies and mechanisms”, issued by the
industry organization European Audiovisual Observatory, 2015, available at https://drive.google.com/
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consortium of copyright owners and the City of London Police’s Intellectual Property

Crime Unit has started to provide a list of websites for advertisers to avoid.14 In Italy,

France and the US, representatives of the advertising industry have announced that they

want to introduce self-regulatory efforts, with (non-legislative) support of the respective

governments.15 These approaches were taken to a supranational-level when the European

Commission announced to “facilitate the development of further voluntary Memoranda of

Understanding to reduce profits of commercial scale IP infringement in the online envi-

ronment” in a communication from July 2014.16 The intention was further underlined in

a communication from December 2015, where the Commission stated to “take immediate

action to engage, with all parties concerned, in setting up and applying ‘follow-the-money’

mechanisms, based on a self-regulatory approach”, and with the important addition that

“codes of conduct at EU level could be backed by legislation, if required to ensure their

full effectiveness.”17 On March 14, 2016, a stakeholder meeting was held to discuss “the

possibility of establishing a voluntary agreement at EU level in order to avoid the mis-

placement of advertising on IP-infringing websites, thereby restricting the flow of revenue

to such sites while safeguarding the reputation of the advertisers and the integrity of the

advertising industry.”18 According to the EC’s communication, this meeting brought “all

the interested parties together (the advertising industry, intermediaries, content protec-

tion sector, online media, right owners, civil society, consumer organisations, brands and

advertisers).” Finally, on October 21, 2016, stakeholders agreed on the basic principles

of an agreement. The “Guiding Principles” explicitly name the purpose of dissuading

the placement of advertising on IP infringing websites and apps, thereby minimizing the

funding of IP infringement through advertising revenue. The text further states that the

European Commission will set up an institution that will allow for the objective measuring

file/d/1ljl8CGG6tSzDpBo0LCv3SVwA-uC7f7Hq.
14See https://www.theinquirer.net/inquirer/news/2352052/uk-ip-police-promise-to-disrupt-

advertising-on-illegal-websites.
15See for example http://www.ifpi.org/news/00-FIMI-announcement and https://www.whitehouse.gov/

sites/whitehouse.gov/files/omb/IPEC/2016jointstrategicplan.pdf.
16See “Towards a renewed consensus on the enforcement of Intellectual Property Rights: An EU Ac-

tion Plan”, p. 6, available at http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:

52014DC0392.
17See http://ec.europa.eu/newsroom/dae/document.cfm?action=display&doc_id=12526.
18See https://ec.europa.eu/growth/industry/intellectual-property/enforcement_en
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and reporting of the effectiveness of the agreement.19

Our empirical analysis below is based on the idea that this form of public-private self-

regulation, that comes with a substantial threat of public-only regulation, is exogenous

from the perspective of the individual firm. It seems especially unlikely that an individual

firm, nor the European advertising industry as a whole could have affected the exact timing

of the agreement on October 21, 2016. We will provide a wide range of econometric tests

and counterfactual exercises to challenge the exogeneity assumption.

3 Data and identification

In what follows, we first describe the multi-stage data collection process and then illustrate

the data using some descriptive statistics. Finally, we introduce the identification strategy

and model specification.

3.1 Data collection

Figure 1: Data collection procedure

Create initial
list of piracy

domains
(986 distinct

piracy
domains)

Identify
similar
placebo
domains

from Alexa
(1,972

placebo
domains)

Get HTML
source code
files from
Common-
crawl and

parse them
(∼500,000
webpages)

Identify
unique

domains for
the whole
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period

(Piracy:269,
Placebo:528)

Identify
third-party

service
domains

(923 distinct
third-party

services)

Create
third-party

domain-time-
level dataset

(23,316
observations)

The data collection procedure is summarized in Figure 1. As a first step, we create a list of

domains that are associated with unlicensed content, such as the ability to download and

stream music, films, live TV, and software. Using a variety of sources, including regularly

updated blacklists provided by IT security firms, such as Shalla, and lists of websites in

industry reports,20 we arrive at 986 distinct piracy domains. We then construct a sample

of legitimate websites that reach a similarly sized audience. Using the ranking of the top 1

million most frequently visited websites provided by market research firm Alexa, for each

19The text of the Guiding Principles can be found here: https://ec.europa.eu/docsroom/documents/

19462/attachments/1/translations/en/renditions/native.
20For example we use a list in the appendix of “Good money gone bad – Digital thieves

and the hijacking of the online ad business”, available at https://drive.google.com/file/d/

1W7FB6deYUzqMzJe3TBuNgtpUIlWrLyP1.
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Figure 2: Timing of data snapshots
1

2016w7 2016w15 2016w23 2016w31 2016w39 2016w47 2017w3 2017w11

Note: Available data snapshots from Common Crawl.
The vertical line indicates the week of October 21, 2016.

Figure 3: Example of third-party requests

...
<div id="rr-social-widget-facebook">
  <iframe src="//www.facebook.com/plugins/
    like.php?href=http%3A%2F%2Fwww.facebook.com
    %2Ftechcrunch&amp;layout=standard…"…>
  </iframe>
</div>
...
<script type="text/javascript">
  var gaJsHost = (("https:" == document.
   location.protocol)?"https://ssl.":"http://www.");
  document.write(unescape("%3Cscript 
    src='" + gaJsHost + 
    "google-analytics.com/ga.js' 
    type='text/javascript'%3E%3C/script%3E"));
</script>
...
<script src='http://s.gravatar.com/js/
  type='text/javascript' 
  gprofiles.js?aa&#038;ver=3.5-alpha-21304'>
</script>
...
<noscript>
  <img src="http://stats.wordpress.com/
    b.gif?v=noscript" … />
</noscript>
...

facebook.com

google-analytics.com

gravatar.com

wordpress.com

techcrunch.com

bipartite third-party network

. . .

. . .

. . .

http://techcrunch.com 

Figure 1: Example of our extraction process which results in the bipartite third-party network. We parse the HTML code of a
website to extract the pay-level domains of all embedded third-parties. The captured embeddings form edges in the bipartite
third-party network.

2.2 Privacy Implications
Third-parties vary considerably. They include advertisers,

analytics services, social widgets, content delivery networks
and image hosters. All of these have legitimate uses such as
monetization, webpage optimization, A/B testing, conver-
sion tracking, the provision of widgets, and fraud detection.
However, the ability of many third-parties to record large
portions of the browsing behavior of many users across a
huge number of sites on the Web poses a privacy risk, and is
the subject of ongoing legal disputes [40]. The data recorded
by this tracking infrastructure has been reported to con-
tain large portions of online news consumption [44], as well
as intimate, health-related personal data [16, 29], and per-
sonal data from social networks [30, 22]. A large variety of
browser-addons, (e.g., [2, 3, 4]) have been developed to allow
individuals to block online trackers from their computer.

The ability to consume news and form a political opinion
in an independent and unwatched manner, as well as the
privacy of personal health-related data are vital for an open
society, and should not be subject to commercially moti-
vated data collection. Furthermore, recent reports suggest
that intelligence agencies piggyback on online tracking iden-
tifiers to build databases of the surfing behavior of millions
of people [42]. Frighteningly, this data collection seems to
take place outside of the legal supervision of the governments
of many of the people a↵ected.

3. DATA ACQUISITION

3.1 Collection Methodology and Limitations
CommonCrawl 2012 is a very large publicly available crawl

of the web, which consists of more than 3.5 billion HTML
pages and amounts to approximately 210 terabytes in un-
compressed form [38]. While the CommonCrawl 2012 dataset
is four years old as of 2016, we choose it over latter corpora,
as it produces a more faithful representation of the underly-
ing link structure of the web. This is due to the fact that it

has been created using a breadth-first search crawling strat-
egy [27], which leads to a more realistic representation of
the connected network structure of the web compared to
the crawling strategy employed in latter corpora. In these
latter corpora, the crawling process fetched domains from
predefined lists and did not follow links, which results in
a network with an unreasonably sized largest strongly con-
nected component, which is not well suited for structural
analysis.5

During our extraction process, we represent websites and
third-parties by their pay-level domains, basing our data ac-
quisition strategy on the fact that the URLs of third-party
services have to be embedded in the HTML of the web-
sites. Our extractor takes an HTML document as input
and retrieves all embedded domains of third-party services,
as shown in Figure 1. In a first pass through the docu-
ment, we parse the HTML and investigate the src attribute
of script, iframe, link and image tags. In order to also
find third-parties that are embedded via JavaScript code,
we run a parser6 on all JavaScript code (but do not exe-
cute the code itself), and collect string variables that match
a URI pattern. This investigation of the JavaScript parse
tree allows us to also detect trackers that are dynamically
added into the website’s HTML from Javascript code, e.g.,
scorecardresearch.com in the following example:

<script type="text/javascript">document.write(

unescape("%3Cscript src=’" +

(document.location.protocol == "https:" ?

"https://sb" : "http://b") +

".scorecardresearch.com/beacon.js’

%3E%3C/script%3E"));</script>

5http://webdatacommons.org/hyperlinkgraph/2014-04/
topology.html
6https://github.com/google/closure-compiler

Note: Similar to Figure 1 in Schelter and Kunegis (2016).

piracy domain, we find 1,972 “placebo”domains that are placed one position above or one

position below the piracy domains from our initial list of piracy domains. Piracy and

placebo domains together define our gross sample of websites for which we want to track

the associated third-parties over time. We obtain archived versions of the HTML source

code of all URLs for each domain in our gross sample from Common Crawl, a project that

has crawled billions of webpages periodically since summer 2013. Notice that we obtain

the HTML source code of all subdomains for each domain and not only the HTML source

code of the landing page. Not all domains in our gross sample are consistently indexed

in the Common Crawl corpus, such that we limit our sample to those domains that we

observe throughout our whole observation period. This reduces the number of distinct

domains to 807, out of which 269 are piracy domains. As is depicted in Figure 2, our first

observation week is week 7 of 2016, the last observation week is week 13 of 2017. The

frequency of data snapshots is not perfectly balanced – on average we observe a datapoint

every 5.3 weeks. The vertical line in Figure 2 indicates the week of the “experiment”,

showing that we observe 7 snapshots before and 5 snapshots after.
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We then access the historical versions of the HTML pages from a local instance of a web

server with PhantomJS, a headless browser emulation that allows to monitor all requests

to third-party services that a webpage makes, including those after executing client-side

scripts.21 Figure 3 illustrates a stylized example of third-party requests that are hard-

coded in the HTML code.

To be able to distinguish between advertising-related and non-advertising-related third

party requests, we match the domains of third-party requests to a list of known advertising

services provided by market research firm Evidon. Around 20% of the third-party domains

in our sample are pure advertising services, i.e. the ones that “provide advertising or

advertising-related services such as data collection, behavioral analysis or retargeting” or

“deliver advertisements that generally appear on adult content site”.22 The three tracking

domains in the advertising category most used by piracy domains in our sample are:

doubleclick.com (Google), adnxs.com (AppNexus) and bluekai.com (Oracle).

We infer the geographical location of a third-party service from its top level domain (TLD).

That is, we assume that a domain that ends with .co.uk is operated by a firm legally based

in the United Kingdom, .de in Germany, .fr in France, etc.23

For each of the 3,043 third-party domain in our sample, we construct a time-invariant

measure of its overall popularity using the extensive data set collected by Libert (2015).

Libert studies the third-party services connected to 800,863 websites from a consumer pro-

tection perspective. Our measure of popularity is the share of websites that are connected

to a specific third-party domain relative to the total number of websites in Libert’s data.

Finally, we aggregate our dataset to the third-party-domain-snapshot-level, by counting on

how many piracy domains (on how many placebo domains) we observe a given third-party

domain at least once in a given time snapshot.24
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Table 1: Descriptive statistics on third-party domains

Non-EU EU Total
(N=21,347) (N=1,969) (N=23,316)

Mean SD Mean SD Mean SD

Number Piracy Websites 2.346 12.961 0.790 1.258 2.215 12.416
Number Placebo Websites 3.529 22.398 1.187 6.654 3.332 21.530
Popularity (%) 0.478 3.215 0.032 0.140 0.440 3.079
After 0.439 0.496 0.454 0.498 0.440 0.496
Not Served 0.467 0.499 0.416 0.493 0.463 0.499
Ad-Service 0.214 0.410 0.113 0.317 0.205 0.404

3.2 Descriptive statistics

The average third-party domain in our sample is connected to 2.2 piracy websites (0.81%

of all piracy sites in our data), and connected to 3.3 placebo websites (0.61% of all placebo

sites in our data). The market seems largely concentrated. The third-party domain with

the largest number of connected piracy sites (267 or 99.2%), and with the largest number of

connected placebo sites (528 or 100%) is google.com. Looking at overall popularity, we can

draw similar conclusions. The most popular third-party domain, google-analytics.com

is connected to 69% of the 800k websites in the Libert (2015) data. The median third-party

is connected to 0.007% of the websites, the average third-party domain is connected to

0.44% of the websites. About 44% of our observations are after October 21, 2016 (see also

Figure 2). As indicated by the dummy variable NotServed, about 46% of the observed

third-parties have not been connected to piracy websites before October 21, 2016. Third-

party domains with EU-TLDs account for some 8% of the observations. On average, EU

domains seem to be connected to less piracy websites than non-EU domains, and the same

applies to placebo websites.

In what follows, we go beyond the simple comparison between EU and non-EU third-

party domains, and introduce an econometric specification that will allow us to estimate

the effects of the self-regulation policy.

21Note that simply parsing the HTML source code for occurrences of third-party plugins is not enough when
client-side scripts, which are executed by the browser, make additional requests.

22See https://ghostery.zendesk.com/hc/en-us/articles/115000740394-What-are-the-new-tracker-

categories-.
23Our results are not sensitive to this specific measure, see the robustness checks detailed in section 4.3.
24We only count the appearance of a specific third-party domain once per piracy/placebo domain even if we

observe multiple HTML pages per piracy/placebo domain.
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3.3 Identification strategy

Reduced form causal evidence on the effects of the recent implementation of the “follow

the money” enforcement approach can be generated in a difference-in-differences analysis.

The econometric model is based on a before and after comparison of the difference between

the treatment (EU=1) and the control group (EU=0), i.e.

Log(NumberWebsiteskit + 1) = α+ δ (Aftert × EUi) + γ (t× EUi) + νt + µi + εit, (1)

where NumberWebsiteskit is the number of websites of type k (piracy, placebo) served

by third-party service i at time t. Aftert indicates the time period after the agreement

to self-regulate came into effect on October 21, 2016. The preferred specification further

includes a group-specific linear time trend γ, time fixed effects νt and third-party service

fixed effects µi. Therefore we cannot separately identify coefficients for EUi and Aftert

as they are absorbed by third-party service and time fixed effects, respectively. The error

term εit has the standard assumptions, and we report estimates clustered by third-party

service.

One might be concerned about a potential threat to exogeneity of the quasi experiment

induced by the EC. The decisions of advertising firms may be endogenous in the sense that

they anticipate the agreement and start to deactivate accounts of piracy websites before

the actual implementation of the agreement. If this is what is happening, we should see

differential trends in the piracy market engagement of EU-based and non-EU-based before

October 21, 2016. We can test this using the following specification, where we compare

the number of piracy websites served by EU-based and non-EU-based third-party services,

snapshot by snapshot:

Log(NumberWebsiteskit + 1) = α+
T∑
τ=1

δτ (ντ × EUi) + νt + µi + εit. (2)

If EU-based third-party services adapt their behavior in expectation of the agreement,

we would expect significant δτ coefficients before October 21, 2016. Estimation results,

alongside with 90% confidence bands are depicted in Figure 4. The estimates suggest that

the number of piracy websites served by EU-based advertising services did not change
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Figure 4: Group differences over time
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Note: Vertical axis: OLS coefficients of δτ coefficients as defined in equation (2). The dependent variable
is the log number of piracy websites served per third-party service and week. Bars indicate 90% confidence
bands, estimated using standard errors clustered at the third-party service level. Note that we report
coefficients of a model that is weighted by the popularity of the advertising service (see the discussion in
section 4). The significance of pre-agreement coefficients does not change if we estimate a unweighted
model. Horizontal axis: Data snapshots in 2016 and 2017 (see figure 2).

differently than the number of piracy websites served by non-EU-based advertising ser-

vices prior to the agreement. This provides supportive evidence in favor of the identifying

assumption of the difference-in-differences model, i.e. that treatment (EU) and control

group (non-EU) follow similar, statistically non distinguishable, trends before the experi-

ment happens.

4 Results

In the following we first describe the results of an estimation of equation (1), and then

extend our model to test for indirect effects of the self-regulation. We discuss the robust-

ness of our estimates with respect to measurement error, and with respect to confounding

factors using our placebo websites.
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4.1 Baseline effects

Column (1) of Table 2 reports the results of estimating equation 1. The coefficient is

negative, as expected, but not significantly different from zero. In column (2) we explic-

itly allow for heterogeneity by interacting After and After × EU with our measure of

third-party service popularity. The triple interaction is negative and significant. For the

average advertising service (the average popularity score of EU-based ad services is 0.21),

this implies a reduction in the number of piracy websites of about 4%. As described above,

the industry is highly concentrated, such that taking the average is perhaps not most in-

formative. We therefore estimate a weighted model in column (3), explicitly giving more

weight to advertising services according to their overall popularity. The resulting coeffi-

cient implies that the weighted average effect is about −17%.25 Figure 5 illustrates these

results. The dashed red lines indicate the average effect and the weighted average effect,

respectively. The black dots indicate in-sample predictions using the coefficient estimates

in column (2) of Table 2, with corresponding 90% confidence bands. The concentrated

market structure becomes evident in the fact that there are much more observations with

small values of popularity than there are observations with large values of popularity.

Simply treating large values as outliers, and perhaps excluding them from the analysis

would not adequately reflect their empirical importance.

4.2 Indirect effects

In the following, we explore further dimensions of heterogeneity, distinguishing between

incumbents and entrants, and between advertising and non-advertising services. To save

space and degrees of freedom, we only report results of weighted regressions, but note

that all results hold qualitatively and statistically if we instead estimate models with

higher-order interactions.

4.2.1 Strategic response

After we have established that the self-regulation has led to a reduction of the number of

piracy websites served by advertising services, we now investigate whether this may have

25Throughout the paper, we calculate effect sizes as follows: (exp(Coeff) − 1) ∗ 100.
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Table 2: Baseline effects

(1) (2) (3)

After × EU -0.067 (0.058) -0.023 (0.061) -0.187∗∗ (0.090)
After × Popularity -0.000 (0.002)
After × EU × Popularity -0.196∗∗ (0.094)
Weighted by Popularity No No Yes

Observations 4792 4792 4792

R2 0.965 0.965 0.989

Dependent variable: Log number of piracy websites served per advertising service.

After indicates period after October 21, 2016, EU indicates a TLD of a EU-country.

Popularity indicates the share of websites that use the advertising service.

All models include a group-specific linear time trend, third-party service and time period fixed effects.

Coefficients in column (3) come from a model that is weighted by Popularity i.e. the share of websites

that use the third-party service.

Standard errors in parentheses, clustered on the third-party service level.
∗ p < 0.10, ∗∗ p < 0.05 ∗∗∗ p < 0.01

Figure 5: Baseline effects, average and weighting
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Weighted coefficient

Note: The baseline effect as a function of popularity of the advertising service in percent.
Dots indicate in-sample predictions based on the After × EU × Popularity
coefficient in column (2) of Table 2.
Vertical axis: OLS coefficients. Horizontal axis: Popularity as observed in the estimation sample.
The black dotted lines indicate the 90% confidence band of the in-sample prediction.
The red dashed lines indicate the average effect (After × EU × Popularity ∗ Popularity),
and the weighted regression coefficient (After × EU in column (3) of Table 2).

generated strategic responses. We do this by using variation that comes from the fact

that we observe the third-party services used by “placebo” websites, i.e. websites that do
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Table 3: Strategic response

(1) (2) (3)

After × EU -0.187∗∗ (0.090) -0.205∗∗ (0.084)
After × Not Served 0.015 (0.022) 0.013 (0.022)
After × EU × Not Served 0.133∗ (0.070)
Weighted Yes Yes Yes

Observations 4792 4792 4792

R2 0.989 0.989 0.989

Dependent variable: Log number of piracy websites served per advertising service.

After indicates period after October 21, 2016, EU indicates a TLD of a EU-country.

Not Served indicates that the service has not serviced piracy websites before October 21, 2016.

All models include a group-specific linear time trend, third-party service and time period fixed effects.

All models are weighted by Popularity, i.e. the share of websites that use the third-party service.

Standard errors in parentheses, clustered on the third-party service level.
∗ p < 0.10, ∗∗ p < 0.05 ∗∗∗ p < 0.01

not provide unlicensed content, but are otherwise similar to (e.g. in terms of audience

size) to the piracy websites in our data. We construct an indicator variable NotServedi

to distinguish between advertising services that were connected to at least one piracy

website before October 21, 2016 and those that were not. Column (3) of Table 3 reports

the results of an estimation that adds interactions with this variable. The coefficient of

After×EU remains negative and significant, After×NotServed is positive, yet small and

not significant, andAfter×EU×NotServed is positive and significant. Note however, that

this estimate is not very precise. We interpret this as weak evidence that some advertising

services increase their presence on piracy websites due to the self-regulation. Two potential

mechanisms can explain this finding. First, balancing the expected costs of the sanctions

for not complying to the self-regulation against the gains of serving additional eyeballs,

it may be beneficial for some firms to enter the market of piracy websites. Second, after

being excluded from certain advertising services, piracy websites may actively search for

alternatives and sign up elsewhere. Both mechanisms seem plausible, but we have no way

to empirically distinguish between the two.

4.2.2 Advertising versus non-advertising services

So far, our analysis was purely based on advertising services. We now test whether non-

advertising services react differently to the self-regulation. We do this by estimating
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Table 4: Indirect effects, contrasting advertising and other third-party services

(1) (2) (3)

After × EU -0.142∗ (0.075) -0.029 (0.101)
After × Ad-Service 0.005 (0.020) 0.006 (0.020)
After × EU × Ad-Service -0.156∗∗ (0.070)
Weighted Yes Yes Yes

Observations 23316 23316 23316

R2 0.994 0.994 0.994

Dependent variable: Log number of piracy websites served per third-party service.

After indicates period after October 21, 2016, EU indicates a TLD of a EU-country.

All models include a group-specific linear time trend, third-party service and time period fixed effects.

All models are weighted by Popularity, i.e. the share of websites that use the third-party service.

Standard errors in parentheses, clustered on the service-level.
∗ p < 0.10, ∗∗ p < 0.05 ∗∗∗ p < 0.01

an interacted model on the pooled sample. The results in column (3) show that only

advertising services reduce their presence on piracy websites. The coefficient of After ×

EU , indicating the effect for non-advertising services is small and not significant, where

as the coefficient of After×EU ×Ad−Service is similar in size to our baseline estimates

(about −14%) and significantly different from zero. This result is somewhat surprising

given that most third-party services which we classify as non-advertising are indirectly

connected to the online advertising ecosystem. Hence, one would expect that the self-

regulation should also be at least partly binding for these services. However, services that

track consumers’ web browsing behavior collect data that can be valuable for advertisers.

As a result, there can be strong monetary incentives not to move out of the piracy market,

potentially stronger than the expected costs of sanctions.

4.3 Robustness checks

4.3.1 Measurement error in the treatment group

One might be worried that there is measurement error in our definition of the treatment

group. So far, our definition of EU-based third-party services was based on the idea that

EU-based firms tend to use TLDs associated with EU countries. Of course, it is always

possible for an EU-based firm to register non-country-specific TLDs, such as .com, .net,

.org, etc. This type of measurement error should work against us. To see this, consider the
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following example. First, assume the true effect is negative. If we incorrectly categorize

some EU-based third-party services as non-EU-based (type II error), the estimate of the

control group average in the post-period is too small (biased towards the average of the

true treatment group), because we incorrectly take treated observations into account. As

a result, the difference between treatment and control group averages is too small (biased

towards zero). Assume the true effect is positive. Now, the estimate of the control group

average in the post-period is too large (biased towards the average of the true treatment

group) and the difference between treatment and control group averages is too small

(biased towards zero). Note that, following the same logic, our estimates would be biased

towards zero also in the case where we incorrectly categorize some non-EU-based third-

party services as EU-based (type I error). In addition to this theoretical argument, we

carry out an empirical test to check for the robustness of our results regarding the potential

measurement issue. We do this by collecting additional information from three different

data sources. First, we access the Whois-Register to collect information on the country

of the registrant of the third-party domain. Second, we use information on the country of

the IP address of the server that responds to a ping on the third-party domain. Third, we

manually search for the geographic headquarters of the parent group of each third-party

domain using company information on LinkedIn. We then use the additional information

to classify third-party services with non-EU-TLDs as EU-based, wherever the additional

information suggests that. The results in columns (2)–(4) of Table A.1 show that the

estimated effect remains quantitatively and statistically similar to those of our baseline

results in column (1).

4.3.2 Counterfactual and placebo exercises

One might be concerned that our results are simply a reflection of unobserved variation

that is somehow correlated with our empirical measures. A number of placebo exercises

and counterfactual analyses suggest that this concern is not very likely to be valid.

First, we analyze a placebo experiment where we test the hypothesis that legitimate web-

sites, which are similar in terms of audience size, are not affected by the agreement to

self-regulate. In column (1) of Table A.2, we show that EU-based and non-EU-based ad-
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vertising services do not differ in the number of connected placebo websites. In columns

(2) and (3), the same holds true when we distinguish between service that have been ac-

tive in piracy market before and those that have not. Turning to the test for differences

between advertising and non-advertising services in Table A.3, we also find no significant

effects with regards to placebo websites. We conclude that we cannot reject the hypothesis

that legitimate websites are not affected by the self-regulation agreement.

Second, to test whether our results are driven by some kind of seasonality, we run a

counterfactual analysis using data from the same time period, but one year before. Corre-

spondingly, we set the date of the placebo experiment to Oct, 21 2015 and re-run the same

specifications as in Tables 2, 3 and 4. The coefficient of After×EU in column (1) of Table

A.4 is small and not significantly different from zero. The same holds true in column (2).

We also don’t see evidence for an increase in the number of piracy websites connected to

EU-based advertising services that have not been active in that market before the placebo

experiment (After ×EU ×Ad− Service). However, there is evidence for a slight expan-

sion of non-EU based advertising services into the piracy market (After ×NotServed is

positive and significant). In column (3), we test for differences between advertising and

non-advertising services and don’t find any significant coefficients.

5 Discussion

After we have established the direct and indirect effects of the self-regulatory agreement

on the number of piracy websites served by different types of third-party services, we will

discuss potential mechanisms that can explain the results. We also speculate about the

self-regulation’s potential impact on overall efficiency, and on its success in reaching its

overarching goal: a reduction in the supply of online piracy.

5.1 The firm size effect

Our results suggest that firm size is an important determinant of compliance to a self-

regulatory initiative. This is in line with some of the previous literature (see e.g. Arora

and Cason, 1995; King and Lenox, 2000). A possible mechanism could be that larger

firms have more to lose when the regulator decides to go beyond setting incentives to self-
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regulate. However, there is also evidence showing that regulation can provide a competitive

advantage to larger firms (Thomas, 1990). Larger firms may be more likely to be aware of

the self-regulatory effort, and therefore also more likely to participate in the stakeholder

meetings that the EC has organized, more likely to have signed the agreement. There is

no publicly available information on which firms participated in the stakeholder meetings

or have signed the agreement. However, it seems likely that it is mostly larger firms

that are members of trade associations. For example, the official press release quotes

representatives of major industry associations such as the Joint Industry Committee for

Web Standards in the UK and Ireland and the UK Internet Advertising Bureau.26 A third

reason may be that small firms are more likely to be specialized in the piracy market,

and therefore follow a different risk strategy in which the expected costs of forced public

regulation are discounted more than in less specialized firms. Indeed, there is a (small)

negative correlation between a third party service’s overall popularity and how much piracy

websites make up of its overall number of connected websites in our data.

5.2 Potential efficiency effects

A review of the theoretical literature on the economics of online advertising suggests that

sharing data about consumer preferences across platforms can make the advertising mar-

ket, at least when legitimate publishes are concerned, more efficient (e.g. Ghosh et al.,

2015; D’Annunzio and Russo, 2017). While we have no direct way of testing this, the

fact that we do not find that pure tracking services change their presence on piracy web-

sites implies that consumers visiting those websites can still be tracked. Empirical studies

have shown that information about a consumer’s web browsing history can be valuable

to advertisers (Lambrecht and Tucker, 2013; Bleier and Eisenbeiss, 2015). The specific

information that a consumer has visited a piracy website may have value, because it can be

used for positive and negative targeting. On the one hand, observing that a consumer has

downloaded an unlicensed copy of a song, film, or software application can be indicative

of that consumer’s tastes, and of that consumer’s demand for complementary products.

That such a rationale is perhaps not too far fetched is illustrated in the example of the

26See http://ec.europa.eu/growth/tools-databases/newsroom/cf/itemdetail.cfm?item_id=8974&

lang=en.
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subscription-based licensed video-streaming platform Netflix. Reportedly, Netflix exam-

ines what’s popular on piracy websites to inform their decisions regarding the licensing

of new content for their platform.27 On the other hand, observing that a consumer has

visited a piracy website may serve as a signal of that consumer’s willingness to pay for

specific types of products. Hence, using this information, advertisers can save otherwise

wasted ad impressions.

5.3 Overall effectiveness

After we have established the direct and indirect effects of the self-regulatory agreement

on the number of piracy websites served by different types of third-party services, we

will speculate whether the intervention was successful in reaching its overarching goal: a

reduction in the supply of online piracy.

5.3.1 Supply-side perspective

Figure 6: Entry rate
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Note: Vertical axis: Share of domains that appear for the first time
in a given week in the Google Copyright Takedown Request data.
Horizontal axis: Weeks in 2016 and 2017.
Shaded area is the 90% confidence band of a linear regression (dashed line).
Red dashed line indicates the EU self-regulation.

27See http://variety.com/2013/digital/news/how-netflix-uses-piracy-to-pick-its-programming-

1200611539/.
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A necessary condition for a reduction in the supply of online piracy would be that the rate

of entry of new piracy websites decreases. To investigate this, we use publicly available data

from Google’s Transparency Report, which details all take-down requests that copyright

owners have filed requesting the removal of infringing content from search results.28

Figure 6 depicts the share of domains that appear for the first time in a given week in

Google’s Transparency Report data. There is no clearly visible downward trend. This is

also reflected in a more formal analysis, where we estimate a linear time trend. We plot the

corresponding OLS coefficients for the before and after-periods along with 90% confidence

bands in Figure 6. The confidence bands overlap, suggesting that there is no significant

change in the entry rate of piracy domains before and after the agreement of October 21,

2016. However, it is important to note that this is analysis is purely correlational, because

we lack a clear counterfactual.

Speculating even further, it may well be that piracy websites switch their “business model”

from selling consumer eyeballs to advertisers to selling consumer data to advertisers.29

Alternatively, piracy websites may switch to not directly ad-related monetization mecha-

nisms, such as affiliate marketing or subscription models, or even use trackers that take

advantage of their visitors’ computing power in order to mine cryptocurrencies.30

5.3.2 Demand-side perspective

If the self-regulation reduces the revenue stream of piracy websites, and investment in

quality is a function of revenues, then this should lead to a decrease in quality. With lower

quality, we should also see a reduction in demand. To test this, we collect historical data

on the weekly pageviews of the piracy websites in our sample from market research firm

Alexa. We then aggregate our raw data at the piracy-domain-snapshot-level, and estimate

a model similar to equation (1). The dependent variable is the log number of weekly

pageviews (in millions). We are interested in testing whether, due to the self regulation,

28This data is not optimal for our purposes, because it includes takedown requests for a wide range of
copyright-related issues that are not necessarily included in our definition of consumer-focused online
piracy. For example, the data also include requests to take down search results based on infringement of
product images used in online stores.

29For example, a company that offers this type of product to website owners, using a tracking cookie, is
Adthink.com, see https://big.exchange/sellers.

30See http://www.bbc.com/news/technology-41518351.
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Table 5: Pageviews of piracy websites

(1) (2) (3)

After × EU -0.019 (0.033) 0.067 (0.052) -0.062 (0.045)
After × Popularity 0.001 (0.001)
After × EU × Popularity -0.005∗∗ (0.002)
Weighted No No Yes

Observations 3018 3018 3018

R2 0.941 0.941 0.946

Dependent variable: Log number of weekly pageviews per piracy websites (in millions).

After indicates period after October 21, 2016, EU indicates a TLD of a EU-country.

Popularity indicates the average share of websites that also use the advertising services that the focal

piracy website uses. All models include a group-specific linear time trend, piracy website and time period

fixed effects. Coefficients in column (3) come from a model that is weighted by Popularity.

Standard errors in parentheses, clustered on the piracy website level.
∗ p < 0.10, ∗∗ p < 0.05 ∗∗∗ p < 0.01

visits to piracy websites that were connected to at least one EU-based advertising service

before the agreement change in a different way compared to visits of piracy websites that

were not connected to any EU-based advertising service. The results are reported in Table

5. We do not find much evidence in favor of this mechanism. The coefficient of After×EU

in column (1) is small and not significant. When we allow for heterogeneity in terms of the

average size of connected advertising services, we get a significant three-way interaction

coefficient in column (2). The estimates imply that the average effect is about −8%.31

When we estimate a model that is weighted by popularity in column (3), we get a similarly

sized effect. However, the estimate is not significantly different from zero. We conclude

that this exercise does not provide very convincing evidence that the self-regulation has

substantially reduced the demand for online piracy.

6 Conclusions

In this paper, we have evaluated the effectiveness of “follow the money” copyright enforce-

ment based on a private-public self-regulation effort. We use a unique dataset that allows

us to observe the interconnections between third-party advertising and consumer tracking

services, and piracy websites and legitimate websites. We compare the dynamics before

31The mean of popularity is 15.99 in the estimation sample.
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and after the advertising industry, under pressure from the European Commission, has

agreed on basic principles of an self-regulatory agreement to reduce the financial incentives

for piracy websites.

Our results suggests that the presence of advertising services on piracy websites does

not change significantly, at least not on average. Once we allow for heterogeneity in

terms of size, we show that more popular advertising services, i.e. those that are overall

more diffused on the Internet, reduce their presence on piracy websites significantly more.

The average advertising services is connected to about 4% less piracy websites, and the

weighted average effect implies a reduction of about 17%. We provide some weak evidence

that advertising services that were not active in the piracy market before are more likely

serve piracy websites after the agreement. Finally, we show that non-advertising services,

i.e. services that are primarily in the business of collecting (and selling) data about

consumers’ web behavior, do not change their presence on piracy websites – irrespective

of their overall popularity. In that sense, our paper shows that firms indeed “follow the

money”, but not not necessarily in the way the self-regulatory effort intended to.

We speculate about the success of the self-regulation regarding its overarching goal to

narrow down online piracy using data on entry of new piracy websites and visits to piracy

websites, and conclude that there is at least no clear downward trend.

Our study contributes to the literature on self-regulation, the online advertising indus-

try and online copyright enforcement. The results also provide implications for different

settings where the availability of online advertising creates incentives to produce content

that has negative externalities.
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Table A.1: Direct effects, different measures of EU-based

(1) (2) (3) (4)

After × EU -0.187∗∗

(0.090)

After × EU (Reg) -0.148∗∗∗

(0.051)

After × EU (IP) -0.114∗∗

(0.053)

After × EU (LinkedIn) -0.087∗

(0.046)

Weighted Yes Yes Yes Yes

Observations 4792 4792 4792 4792

R2 0.989 0.989 0.989 0.989

Dependent variable: Log number of piracy websites served per third-party service.

After indicates period after October 21, 2016, EU indicates a TLD of a EU-country. EU (Reg) indicates

whether the third-party domain is an EU-country TLD or is registered in an EU-country. EU (IP)

indicates whether the third-party domain is an EU-country TLD or the responding IP address is located

in an EU-country. EU (LinkedIn) indicates whether the third-party domain is an EU-country TLD or the

corresponding company is headquartered in an EU-country (according to LinkedIn).

All models include a group-specific linear time trend, third-party service and time period fixed effects.

All models are weighted by Popularity, i.e. the share of websites that use the third-party service.

Standard errors in parentheses, clustered on the third-party service level.
∗ p < 0.10, ∗∗ p < 0.05 ∗∗∗ p < 0.01

Table A.2: Placebo: Baseline effect and entry

(1) (2) (3)

After × EU 0.166 (0.154) 0.171 (0.156)
After × Not Served 0.019 (0.080) 0.019 (0.082)
After × EU × Not Served -0.043 (0.098)
Weighted Yes Yes Yes

Observations 4792 4792 4792

R2 0.976 0.976 0.976

Dependent variable: Log number of placebo websites served per third-party service.

After indicates period after October 21, 2016, EU indicates a TLD of a EU-country.

Not Served indicates that the service has not serviced piracy websites before October 21, 2016.

All models include a group-specific linear time trend, third-party service and time period fixed effects.

All models are weighted by Popularity, i.e. the share of websites that use the third-party service.

Standard errors in parentheses, clustered on the third-party service level.
∗ p < 0.10, ∗∗ p < 0.05 ∗∗∗ p < 0.01
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Table A.3: Placebo: Indirect effects, contrasting ad and non-ad services

(1) (2) (3)

After × EU 0.165 (0.118) 0.178 (0.119)
After × Ad-Service 0.014 (0.023) 0.014 (0.023)
After × EU × Ad-Service -0.026 (0.060)
Weighted Yes Yes Yes

Observations 23316 23316 23316

R2 0.990 0.990 0.990

Dependent variable: Log number of placebo websites served per third-party service.

After indicates period after October 21, 2016, EU indicates a TLD of a EU-country.

All models include a group-specific linear time trend, third-party service and time period fixed effects.

All models are weighted by Popularity, i.e. the share of websites that use the third-party service.

Standard errors in parentheses, clustered on the service-level.
∗ p < 0.10, ∗∗ p < 0.05 ∗∗∗ p < 0.01

Table A.4: Counterfactual: Direct and indirect effects, one year before

(1) (2) (3)

After × EU -0.048 (0.059) -0.044 (0.083) -0.055 (0.079)
After × Not Served 0.046∗∗∗ (0.015)
After × EU × Not Served -0.049 (0.050)
After × Ad-Service -0.039 (0.025)
After × EU × Ad-Service 0.032 (0.066)
Weighted Yes Yes Yes

Observations 4593 4593 19905

R2 0.990 0.990 0.994

Dependent variable: Log number of piracy websites served per third-party service.

After indicates period after October 21, 2015, EU indicates a TLD of a EU-country.

Not Served indicates that the service has not serviced piracy websites before October 21, 2015.

All models include a group-specific linear time trend, third-party service and time period fixed effects.

All models are weighted by Popularity, i.e. the share of websites that use the third-party service.

Standard errors in parentheses, clustered on the third-party service level.
∗ p < 0.10, ∗∗ p < 0.05 ∗∗∗ p < 0.01
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