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Abstract 
 
This paper studies mechanism design with limited commitment where agents have correlated 
persistent types over the infinite horizon. The mechanism designer now faces the informed-
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1 Introduction

This paper focuses on mechanism design with limited commitment when agents’

types are correlated across agents and persistent across time periods. Exam-

ples of correlated persistent types are easier to find with firms. For example,

unless the liquidity holding requirement and the overnight interbank loans are

slack constraints, all banks regulated by the same authority share common

parameters in their operation. Also, any firm using semi-conductors is subject

to the same cost shock. If there are commonly shared parameters in each

firm’s revenue-maximization problem, then as long as these parameters enter

binding constraints, all such firms’ payoffs are correlated within the period.

As for persistence over time, revenue maximization over multiple periods re-

quires taking into account exogenous parameters across different time periods.

History dependence in optimal mechanisms or equilibrium strategies requires

that the past realizations of exogenous parameters matter for the continua-

tion game. The precise channels can be through payoff-relevant states, but

it can equally be just the history-contingent strategy that induces correlated

persistent types.

Mechanism design with limited commitment in the sense that the mecha-

nism designer offers a new mechanism each period goes back to the 80s. See

for example the literature on ratchet effect. However, once the mechanism de-

signer has limited commitment, there are several other assumptions that mat-

ter for optimal mechanisms. First of all, given that the designer has limited

commitment, one must choose an equilibrium notion for the game. However,

when there are multiple agents, there are two assumptions, which together

matter more than the equilibrium notion; these are whether agents’ types are

i.i.d. or not and whether the mechanism designer has any capacity constraint.1

This paper doesn’t consider any resource constraint of the mechanism designer

but relaxes the i.i.d. assumption of multiple agents’ types.

In a dynamic setting, identically and independently distributed types re-

1See Kwon (2019) for the characterization of equilibrium payoffs when types are i.i.d.
and the mechanism designer doesn’t have any resource constraint.
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quire more qualifiers. The distribution of the type profile matters within period

for all agents in the same period; and the realized type profile this period mat-

ters for the distribution in the following period. I allow for both correlation

within each period and persistence over multiple periods.

I first show the revelation principle in this context, but the real difference of

having correlated persistent types as opposed to i.i.d. types is that the mech-

anism designer has private information in the beginning of each period after

the first. This is under the assumption that agents’ messages at the beginning

of the period are private and only the mechanism designer sees all messages

sent in the same period. However, once we assume (i) the mechanism designer

has limited commitment, (ii) multiple agents have correlated persistent types,

and (iii) agents’ messages are private, then even without any private signal for

the mechanism designer, the designer faces the informed-principal problem.

The private information of the mechanism designer in this context is the

message profile that has been sent to the designer. The designer doesn’t see

any of the type realization in any period, but he knows all messages that have

been sent in the past. On the other hand, each agent knows their own type

and the messages he has sent in the past. I assume allocations are publicly

observed by all agents, and the only private information comes from messages.

On the one hand, this restricts the private information, but on the other hand,

agents can learn about other agents’ messages and therefore types through the

realized allocation.

I characterize when the designer can obtain full-commitment solutions with

limited commitment. I will describe each result, starting with the revelation

principle. Relevant literature is discussed alongside each result. Section 1.3

comments on remaining related literature. Afterwards, section 2 describes the

model, and section 3 presents the results. Section 4 concludes. All omitted

proofs are in the appendix.
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1.1 Revelation Principle

Bester-Strausz (2001) shows that the principal with limited commitment can

offer the set of types as the message space in any optimal mechanism if there is

a single agent in finite horizon. However, the agent need not report truthfully

with probability 1 every period. This paper shows what is the set of types

that are reported with a strictly positive probability, and it also shows what

happens with infinite horizon, informed principal and (partially) persistent

correlated types with multiple agents.

One should note first that Bester-Strausz (2001) is a statement on optimal

mechanisms. Once there exists an optimal mechanism, one can construct

an equilibrium in which the message space for the agent is the set of types.

The proof of Bester-Strausz (2001) constructs the reporting strategy of the

agent. As is the case with all versions of revelation principle, there exists “an”

equilibrium with the desired property. With full commitment of the principal,

it is straightforward to see why the revelation principle cannot hold in every

equilibrium in the literal sense; just let type 1 always report type 2 and vice

versa for type 2. In Bester-Strausz (2001), there exists an equilibrium that

achieves the same payoffs and the agent uses a mixed strategy over the set of

types.

I should first emphasize what changes in the settings I consider in this

paper. With full commitment of the principal, the revelation principle makes

it without loss of generality only to study mechanisms whose message space is

the set of types. In this case, regardless of the property of the mechanism one

wants to characterize, one can ask the agent to report his type in the beginning

of the period and choose allocations and transfers jointly. When the principal

has limited commitment, Bester-Strausz (2001) works for a single agent in

finite horizon for “optimal” mechanism. To put it differently, in order to

characterize optimal mechanisms, one can ask the agent to report his type

each period and choose allocations and transfers simultaneously; however, the

agent need not report truthfully every period. With full commitment, one

could focus on equilibria in which agents report truthfully every period. In

the setting of Bester-Strausz (2001), one cannot assume truthful reporting
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every period.

Without any type of revelation principle, if the mechanism designer can

offer any set as a message space, then the number of mechanisms one can offer

is at least as big as the number of “sets,” and if the objective is to characterize

one mechanism with an equilibrium that has the desired property, one can

still try to construct an example. However, any statement alongs the lines

of “there exists no mechanism with the following property” or “in the set

of all mechanisms one can offer” requires the comparison to any mechanism

that can possibly be offered. Therefore, unless one were to literally construct

a mechanism with an equilibrium with some property, one must be able to

compare to all mechanisms that can be offered, and any result on “optimal”

mechanism cannot be validated without this comparison.

1.2 When Full-Commitment Solutions can be Obtained

First of all, note that there is Cremer-McLean (1985) for the static model

with correlates types and Liu (2018) for the dynamic model with correlated

persistent types. The difference between this paper and Liu (2018) is that the

designer has full commitment in his paper.

Once the designer has limited commitment and agents have correlated per-

sistent types, then the designer is the only one who sees the message profile

in any given period. This is different from seeing the type profile, and each

agent only knows his own type and message in the same period. Even with-

out the informed-principal problem, in any dynamic mechanism with limited

commitment, one can always ask when the mechanism designer can obtain the

full-commitment solution despite having limited commitment. Loosely speak-

ing, dynamic mechanism with limited commitment is a stochastic game whose

stage game is the static mechanism design problem. In any repeated games

or stochastic games model, a strategy can be supported in an equilibrium if

the equilibrium payoff is weakly higher than any deviation payoff. When the

mechanism designer has limited commitment, he doesn’t commit to any mech-

anism that will be offered at a later date; given the designer’s private history,
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it has to be the best response, or incentive compatible, to offer the mecha-

nism on the equilibrium path. Therefore, full-commitment solutions can be

obtained if and only if the full-commitment solution provides equilibrium pay-

offs higher than any deviation payoff that the designer can obtain by offering

a different mechanism at some date t. Now, the further complication with the

correlated persistent types is that the designer has private information and has

to deal with the informed-principal problem as well. It still means that the

equilibrium payoff has to be weakly higher than any deviation payoff, but the

set of deviation payoffs has to reflect that agents learn about the designer’s

private information, which in this case is information on the type distribution

this period and past realizations of the type profile, and given that agents’

off-the-equilibrium-path strategies still need to satisfy certain requirements,

one needs to take into account all of the learning or signalling issues. I focus

on mechanism design with limited commitment in this paper, and there are

multiple agents, but one can easily imagine this issue will arise in bargaining

with two-sided private information. I’ll just leave it at this point to the sayings

as “reading between the lines” and “dropping in the conversation.”

I only provide sufficient conditions in this paper, but this is a matter of

whether to put a certain condition as a modelling assumption in the model or

a sufficient condition in the theorem.

1.3 Related Literature

1.3.1 (Partially) Persistent Correlated Types

Correlated types by itself are allowed in any model with the common prior as-

sumption that doesn’t assume independence across different players or agents.

In the dynamic mechanism design literature, there are more papers in the past

decade that allow for partially persistent types, but it certainly dates back to

Harris-Holmström (1982). Fully persistent types with limited commitment go

back to the ratchet-effect literature starting in the 80s including Laffont-Tirole

(1988). But the papers allowing for partially persistent types still don’t allow

for correlated types or assume full commitment in general. See for example
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Escobar-Toikka (2013) and Pavan, Segal, and Toikka (2014).

For the main point of my paper, that the mechanism designer faces the

informed-principal problem in the beginning of every period after the first

doesn’t depend on whether it is correlated types or interdependent values.

What matters is that either the information or the payoff-relevant type is corre-

lated across all agents and partially persistent so that the mechanism designer

has private information in the beginning of the following period. Then due

to lack of commitment, the mechanism designer faces the informed-principal

problem.

1.3.2 Mechanisms with Limited Commitment

There is a difference between durable good and nondurable good. In general,

if agents receive utility from an allocation only in a given period, one can

consider it as nondurable good, and this is a more common assumption than

the capacity constraint, which is always the case in auctions. This literature

is overall more recent than the ones with partially persistent states. Escobar-

Toikka (2013) is techanically speaking a game and doesn’t have a mechanism

designer in the main model. Otherwise, there aren’t many publications on

mechanisms with limited commitment. Bernheim-Madsen (2017) is one of the

few. In terms of working papers, there is Gerardi-Maestri (2017), Kwon (2019)

among others. In a more applied context, there is Halac-Yared (2018) for

example. Papers mentioned so far all involve nondurable good or allocations

every period, and Liu, Mierendorff, Shi (2018) is on auctions.

1.3.3 Informed-Principal Problems and Information Design

The informed-principal problem literature still mostly focuses on static settings

and not over the infinite horizon. The most comprehensive paper I’m aware

of is Mylovanov-Troeger (2014). Other papers in more specific contexts also

only consider finite horizon, and the logic doesn’t always generalize which

implies that there is a discrepancy between a finite horizon and an infinite

horizon, but one can think of this as whether backward induction has the final
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period. As one can see from my equilibrium construction later in section 3,

the discrepancy plays a crucial role for the informed-principal problem and

obtaining the full-commitment solution with limited commitment.

The information design literature is more recent. Kremer, Mansour, and

Perry (2014) and Che-Hörner (2017) focus on one information designer and a

sequence of short-run agents. The information designer has full commitment.

Loosely speaking, this literature is related to experimentation literature, but

the earlier literature on experimentation lets the agent experiment and observe

the outcome himself. In the principal-agent context, the principal can offer

outcome-contingent payments so that he can provide better incentives. But

this literature also mostly focuses on full commitment on the principal so far.

In the information design literature, the designer can decide on the informa-

tion that is provided to the agent. A sequence of short-lived agents observing

the past pieces of information is different from a long-lived agent, but when

the incentives are provided through payments, in most cases, the agent ob-

serves the outcome himself so that the information itself is not affected. One

can further discuss designing the information partition versus the incentives

through payoffs. The information designer can also add noises in addition to

coarsening the partition, but as far as I’m aware, most papers in information

design focus on partitions.

One can also consider combining payoffs and information together. Bayesian

persuasion literature mostly assumes that the principal provides an informa-

tion structure or an experiment on the state of the world that the principal

himself doesn’t know either. In most cases, the principal doesn’t have any

private information. In the information disclosure literature, the seller often

provides a piece of information before selling the good. Information disclosure

suggests that the seller has private information, but Li-Shi (2017a, 2017b)

consider cases where the seller doesn’t know the piece of information he is

providing either, which bring them closer to Bayesian persuasion.
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2 Model

A mechanism designer offers a mechanism to N > 1 agents every period

over the infinite horizon t = 1, 2, · · · . The set of agents are denoted by

N = {1, 2, · · · , N}. The mechanism designer has limited commitment and

can only commit to the allocation within the period. The common discount

factor is δ ∈ (0, 1). Each agent i has a private type θit ∈ Θi in period t. In

period 1, types are drawn by P0, and from the following period onwards, the

types follow a first-order Markov chain P (θt+1|θt) where θt = (θ1
t , · · · , θNt ).

This allows for correlated types and (partially) persistent types. I assume full

support that after any type profile realization, each type profile has a strictly

positive probability which implies that the mechanism designer never detects

a deviation in reporting strategy. Each agent assigns a strictly positive prob-

ability on all types in his type set.

In the beginning of the first period, the mechanism designer and all agents

share the common prior P0. At the beginning of any subsequent period, the

mechanism designer has his prior based on the messages sent in previous pe-

riods. Each agent’s prior is given by his type in the previous period and the

past allocations. I assume messages are private so that only the mechanism

designer sees all messages. The set of messages for agent i in period t is de-

noted byMi
t and will be specified in theorem 1. Allocations are public in each

period.

I assume the mechanism designer faces no capacity constraint in any period.

At the end of each period, the mechanism designer assigns an allocation xt =

(x1
t , · · · , xNt ) ∈ X = ×iX i. The allocation is nondurable in a sense that

agents receive the utility only within the period. Each agent’s utility function

is u(xit|θit) ∈ [0, ū]. This assumes that other agents’ types are only relevant

through allocation, and agents have private values. I assume that for given

Θi,Xi, the range of u(xit|θit) is bounded. I also assume that the mechanism

designer’s objective function is additively separable across agents, but this is

not necessary. The objective function itself can be either welfare or revenue.

The mechanism designer’s payoff in any given period is also weakly positive
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and bounded. If an agent doesn’t participate in a given period, both the

agent’s utility and the mechanism designer’s payoff from that agent are 0.

Essentially, I assume utility functions and the designer’s payoff are bounded

because then one can invoke continuity at infinity. This doesn’t have to be

bounded for each individual utility function and the designer’s payoff; for each

player, if the continuation value is bounded in expectation, this is sufficient.

I also assume that any utility level is weakly higher than the no-participation

payoff. This again in the light of repeated games or stochastic games can be in

expectation. However, if the utility function is quasilinear, this can be auto-

matically satisfied by shifting the transfers across periods on the equilibrium

path and therefore is not a restriction.

The set of allocations, X , is assumed to be a metric space, but it can be

specified a bit more to allow for probabilistic allocation of nondivisible good,

RN
+ etc. The type space Θi can also be defined to be metric spaces, but for

each agent R is sufficient for now, and the type transition is just the usual

first-order Markov chain on RN .

The timing of events within each period is as follows. At the beginning

of the period, each agent privately observes his type. Then the mechanism

designer offers a mechanism to agents, and each agent decides whether to

participate. If an agent accepts, he sends a message to the mechanism de-

signer and receives the allocation. The types transit at the end of the period.

The mechanism offered by the mechanism designer and each agent’s partici-

pating decision are publicly observable. When the mechanism designer asks

each agent to send a message, messages are private, and only the mechanism

designer knows the message profile. Otherwise if messages are public, the

informed principal problem is irrelevant. Without the mechanism designer

receiving private signals, the informed-principal problem arises solely through

the fact that the message profile is private and informative about the type

distribution in the following period. Allocations are public.

With limited commitment, the equilibrium definition is perfect Bayesian

equilibrium, except that the designer commits to allocation within the same

period. I assume full support for agents, and therefore, the off-the-equilibrium
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path only applies to the mechanism designer offering a mechanism that has

zero probability for any of the agents given his private information up until

the beginning of the period or any agent accepting (rejecting) the mechanism

he is supposed to reject (accept).

A private history of agent i is ht,i = (θi1,Ω1,m
i
1, x1, · · · , θit,Ωt,m

i
t, xt) ∈

Hi
t, and Hi = ∪tHi

t where Ωt is the mechanism offered in period t and

mi
t ∈ Mi

t is the message sent. If agent i rejects the mechanism in pe-

riod t, denote mi
t = xit = ∅. The same applies to the private history of

the mechanism designer. A private history of the mechanism designer is

ht,m = (Ω1,m
1
1, · · · ,mN

1 , x1, · · · ,Ωt,m
1
t , · · · ,mN

t , xt) ∈ Hm
t , Hm = ∪tHm

t . As

mentioned already, since messages are private, the mechanism designer has

private information. Primitives of the model, i.e., the initial prior P0, type

spaces Θi, type transition P (·|·), the set of allocations X , utility functions

u(·|·) are common knowledge across the mechanism designer and all agents.

3 Results

This section presents two main theorems. The first theorem is revelation prin-

ciple, and the second and theorem shows when the full-commitment solutions

can be obtained with limited commitment.

Before stating the revelation principle, let me point out that after Bester-

Strausz (2001), there are a few intermediate versions of revelation principle

that should have been done. Theorem 1 considers the case where there are

multiple agents with correlated persistent types over infinite horizon and the

mechanism designer has limited commitment. Compared to the version in

Bester-Strausz (2001) where there is a single agent over finite horizon, the

differences are (i) infinite horizon and (ii) multiple agents with correlated per-

sistent types. I will not prove all intermediate versions.

I should also point out that revelation principle means (i) given a mech-

anism satisfying conditions in the statement, there’s at least one equilibrium

with the stated property, and not every equilibrium has to satisfy the prop-

erty, (ii) there exists at least one mechanism that has the stated property, e.g.,

11



optimality, and offers the set of messages as stated in the theorem.

Bester-Strausz (2001) is for “optimal” mechanism with limited commit-

ment. (ii) means that there exists at least one optimal mechanism that offers

the set of types as the set of messages when the principal has limited commit-

ment, there is only one agent, and the time horizon is finite. (i) means that

once such a mechanism is offered, there exists at least one equilibrium that

the principal obtains the optimal payoff. Their theorem states that the agent

need not report truthfully in any equilibrium.

Theorem 1 (Revelation Principle). Given a dynamic mechanism with limited

commitment, there exists another dynamic mechanism with limited commit-

ment such that (i) the message space for each agent in every period is their

type space and (ii) there exists an equilibrium with the same expected payoffs

for the mechanism designer and all agents if

1. the allocation rule within each period µ(x|θ) is the same as before,

2. or difference in allocation rules form a singular matrix. Priors of agents

across all realizations of type profiles are linearly dependent and depend

on the eigenvalues of the difference matrix,

and the difference in weighted reporting strategies 1
ΠN

i=1σi(ki|ji)
(ΠN

i=1σi(ki|j1
i ), · · · ,ΠN

i=1σi(ki|j
|Θ|
i ))

lies in the hyperplane perpendicular to πP every period for all θ, m̄.

The first step of the proof of Theorem 1 is the same as in Bester-Strausz

(2001). Suppose there exists an optimal mechanism with full commitment.

Can we construct an equilibrium in which the mechanism designer has lim-

ited commitment and each agent reports a type from his type space? When

the mechanism designer has full commitment, the designer can commit to

the allocation according to the strategy that each type of each agent would

have played, and the designer can also commit to independence or correlation

among the strategies of agents. If in the given optimal mechanism with limited

commitment, the number of messages that are reported with a strictly positive

probability by some type is at most the number of types for each agent, then

one can just relabel the messages with types, and the mechanism designer can
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offer the set of types as his set of messages for each agent. It immediately fol-

lows that whenever the mechanism designer can obtain the full-commitment

solution with limited commitment, then it is without loss of generality to offer

the set of types as the set of messages for each agent every period.

The second step is to characterize when an optimal mechanism with lim-

ited commitment has at most the same number of messages as the number

of his types reported with a strictly positive probability for each agent every

period. When types are independent either across agents or time periods, the

mechanism offered at the beginning of each period doesn’t signal any informa-

tion about the type distribution. Therefore, replacing the message space for

each agent requires relabelling of messages and no further inference. On the

other hand, if the mechanism designer has private information, then the set

of all mechanisms that can be offered with a strictly positive probability in an

equilibrium needs to be taken into account; one can still construct one equi-

librium in which only the messages in one particular mechanism are literally

relabelled, but this might end up making multiple mechanisms on the equi-

librium path that only differ by message spaces indistinguishable from agents’

point of view.

When one can construct an equilibrium for the mechanism whose message

space for each agent is replaced with his type space and the mechanism de-

signer’s posterior belief on each agent’s type is the same as before, then the

rest of the proof works the same as in Bester-Strausz (2001). This step is

where the limited commitment of the mechanism designer comes in. Since

the mechanism designer has only limited commitment, if his posterior belief

on the agents’ types are the same as before, then it is an equilibrium for the

mechanism designer to offer the same allocations and mechanisms throughout

the rest of the time horizon. If there is no persistence over time, then each

agent’s inference on other agents’ types comes from the common prior. If

types are independent across agents, then the mechanism designer can treat

each agent separately. When types are persistent and correlated, if the num-

ber of messages sent with a strictly positive by some agent is bigger than the

number of types, one needs to take into account the inferences on both sides,
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the mechanism designer and the agents.

As mentioned already two paragraphs above, when the mechanism designer

has private information, it is not obvious construcing an equilibrium in which

only one of the mechanisms on the equilibrium path are replaced is the best

thing to do. If all message spaces are replaced with type spaces, then alloca-

tions are the only way of signalling the designer’s private information.

When the number of types for each agent is finite, denote |Θi| = ni. The

total number of type profiles is ΠN
i=1ni. If there exists an equilibrium of the

mechanism whose message spaces are the type space for each agent, then the

total number of posterior beliefs of the mechanism designer after agents send

messages is ΠN
i=1ni. When allowing for mixed strategies of agents by itself

is not enough to construct an equilibrium in which the mechanism designer’s

posterior beliefs after messages are sent are the same as in the optimal mecha-

nism with limited commitment we want to replicate, then one needs to change

the allocations themselves.

Correlated persistent types also make it difficult to just modify allocations

and reporting strategies within the period so that the continuation values

remain invariant. Given t and Θi = {θ1
i , · · · , θ

ni
i } for each i, denote the set

of messages that are sent with a strictly positive probability in period t by

{m̄1
i , · · · , m̄

Ni
i }. Also denote the prior of agent i in the beginning of period t

as πi. If types were only correlated within the same period, all πi = π which

is common knowledge. With correlated persistent types, each agent has his

own prior because he only knows his own type realization each period, none

of other agents’ reports which still might not be completely informative about

the type profile anyway, and allocations at the end of each period need not be

completely informative about the type profile either. Given πi, {m̄1
i , · · · , m̄

Ni
i },

denote the probability that type θni of agent i will send message m̄k
i this period

by σi(k|n). Bayesian updating requires that the designer updates his prior πP

to

π̄P (θ|m̄) =
πP (θ)ΠN

i=1σi(ki|ji)∑
θ′∈Θ π

P (θ′)ΠN
i=1σi(ki|j′i)

14



where (θj11 , · · · , θ
jN
N ) = θ ∈ Θ = ΠN

i=1Θi is the type profile in period t and

m̄ = (m̄k1
1 , · · · , m̄

kN
N ) is the message profile sent by agents. The total number

of message profiles is ΠN
i=1Ni. Now, denote the probability of allocation x

given m̄ as µ(x|m̄). Agents update their posterior beliefs after observing the

allocation as

π̄i(θ|x) =
πi(θ|θi)

∑
m̄∈M̄ µ(x|m̄)ΠN

i=1σi(ki|ji)∑
θ′∈Θ πi(θ

′|θi)
∑

m̄∈M̄ µ(x|m̄)ΠN
i=1σi(ki|j′i)

where M̄ = ΠN
i=1{m̄1

i , · · · , m̄
Ni
i }.

When the mechanism designer has limited commitment and there is an

equilibrium notion, one could potentially let the designer not commit within

the period either. If the designer commits to within-period allocations, then

the mechanism designer can offer the set of types as the set of messages and

construct an equilibrium strategy whenever

π̄i(θ|x) =
πi(θ|θi)

∑
m̄∈M̄ µ(x|m̄)ΠN

i=1σi(ki|ji)∑
θ′∈Θ πi(θ

′|θi)
∑

m̄∈M̄ µ(x|m̄)ΠN
i=1σi(ki|j′i)

stay the same as before. One needs to jointly construct σi and µ. The difference

from Bester-Strausz (2001) is πi(θ|θi) which reflects the correlated persistent

types. It is history dependent, as it depends on past realizations of types and

allocations, and the posterior on the joint distribution needs to be updated

after observing own type. When all sets are finite, one can rewrite the equation

above in the matrix multiplication as

π̄i(θ|x) =
πi(θ|θi)Σ(x|θ)∑

θ′∈Θ πi(θ
′|θi)Σ(x|θ′)

=
πi(θ|θi)∑

θ′∈Θ πi(θ
′|θi)Σ(x|θ′)

Σ(x|θ)
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and π̄i(θ|x) given σi, µ is the same as those given σ′
i, µ

′ if and only if

∑
θ′∈Θ

πi(θ
′|θi)

Σ(x|θ′)
Σ(x|θ)

=
∑
θ′∈Θ

πi(θ
′|θi)

Σ′(x|θ′)
Σ′(x|θ)

, ∀i, x

⇔ πΣ = πΣ′, ∀x

where π is a three-dimensional matrix whose (k, i, j)th element is πi(θ
j|θki )

and the (j, k)th element of Σ is Σ(x|θj)
Σ(x|θk)

. There are different ways of applying

singularity to the last equation, but each (k, i)th element of π is |Θ|-vector,

and Σ−Σ′ has N |Θ| solutions to (Σ−Σ′)~z = 0 in R|Θ|. Unless Σ = Σ′, at least

some of N |Θ| vectors have to be linearly dependent, i.e., either the allocation

rules are identical, or priors of agents have to be linearly dependent.

If the designer doesn’t commit to within-period allocations either, then

it must be incentive compatible for the designer to provide the allocations

after agents send messages. Majority of papers in the literature assumes the

designer commits to within-period allocations. With full commitment of the

mechanism designer, when the designer can restrict attention to mechanisms

and equilibria in which agents report truthfully with probability 1 every period,

then the deisgner can offer a menu of allocations and let agents choose directly

from the menu. In this case, it has to be an equilibrium among the agents once

the mechanism designer offers a menu. However, when the mechanism designer

has limited commitment and agents need not reveal their types truthfully

with probability 1, then it does matter whether it is the best response for the

mechanism designer to offer the promised allocation. As long as messages are

private, it has to be incentive compatible for the designer to offer the allocation

after messages are sent.

The second theorem is on sufficient conditions for obtaining the full-commitment

solution with limited commitment. To be more precise, I am not characterizing

the set of all full-commitment solutions nor the set of all limited-commitment

solutions. Theorem 2 provides sufficient conditions for when a given mecha-

nism with full-commitment can be sustained as a perfect Bayesian equilibrium

with limited commitment of the mechanism designer. This does depend on
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the equilibrium notion, and the collection of sufficient conditions I provide is

not exhaustive.

With full commitment, the mechanism designer can commit to an ex-ante

optimal mechanism. This solves part of the informed-principal problem and

also provides the upper bound the designer can achieve; even though agents

can still infer the mechanism designer’s private information on the type distri-

bution, the mechanism designer doesn’t need to worry about his own incentives

to provide the mechanism at some date t given his private history up to that

point. When types are persistent and correlated, the designer still has private

information in the beginning of any period after the first, and the mechanism

he offers can signal his private information. However, since the principal can

commit ex ante, he can choose an ex-ante optimal mechanism and commit

to ignore his private information. More information can hurt if the designer

cannot commit not to use the additional piece of information, which is related

to the ratchet effect in general and more recently Peski-Toikka (2017). And

even if the offered mechanism reveals his private information, the mechanism

designer can still commit in the beginning of the first period.

Before going into details, for optimality, allocations need to take into ac-

count the informational value in my model. The allocation in a given period

signals the message profiles agents have sent up until that period. From each

agent’s perspective, he knows his own type and his message, which are both

his private information, and the allocation which is public. The agent has

to update his posterior about other agents’ types after seeing the allocation.

I already mentioned in the previous paragraph that the mechanism designer

doesn’t need to worry about his own incentives to provide the mechanism at

a particular date t if he has full commitment. However, both with full com-

mitment and limited commitment, the mechanism designer needs to take into

account the fact that (i) agents infer the mechanism designer’s private infor-

mation on the type profile from the mechanism and the realized allocation

and (ii) each agent’s reporting strategy takes into account the allocation this

period, other agents’ inference on his own type from the realized allocation,

and resulting posterior beliefs for all agents and the mechanism designer in
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the following period.

When agents are risk neutral and the mechanism designer has full com-

mitment, the logic of Cremer-McLean (1985) extends to the dynamic ver-

sion, see for example Liu (2018). However, compared to betting against other

agents’ private information, betting against the continuation value doesn’t al-

ways work with limited commitment if it is not an equilibrium strategy to offer

the promised mechanism in the following period.

As already mentioned in the introduction, there is a difference between “the

set of full-commitment solutions coincides with the set of limited-commitment

solutions” and “the optimal mechanism with full commitment can be sup-

ported with limited commitment.” The latter statement on the optimal mech-

anism should be considered as whether a particular payoff vector is both in the

set of full-commitment solutions and the set of limited-commitment solutions.

When the mechanism designer cannot obtain any of the full-commitment so-

lution with limited commitment, then the set of full-commitment solutions

is strictly bigger than the set of limited-commitment solutions, and sufficient

conditions for when the optimal mechanism with full commitment cannot be

supported with limited commitment implies the first statement automatically.

One just needs to be careful with the statement in theorem 2.

Theorem 2 (Sufficient Condition to Obtain Full-Commitment Solutions).

The mechanism designer can obtain the full-commitment solution with limited

commitment when following sufficient conditions hold:

1. arg minu(xit|θit) doesn’t depend on θit.

(a) A special case is X i ⊆ R, d
dx
u(xit|θit) > 0.

2. And in the minmax equilibrium for the designer, the allocation xt satisfies

(1− δ) maxu(xit|θit) ≤ δ(u(xit|θit)−minu(xit|θit))

for all θit, t, i.

For any initial prior, the type transition and ε > 0, there exists a discount

factor δ(ε) such that no trade provides the punishment phase for all δ > δ(ε)
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and the mechanism designer can approximate his full-commitment solution

within ε.

When above conditions are satisfied, there are mechanisms in which the

mechanism designer offers a mechanism only conditional on the time index in

some periods despite having limited commitment.

One should note that the set of all full-commitment solutions is given in

Liu (2018), and when theorem 2 holds, then any of the full-commitment so-

lutions can be supported with limited commitment. I already mentioned the

difference between the set of all full-commitment solutions and the optimal

mechanisms with full commitment, but another difference one should bear in

mind is the difference between an equilibrium payoff vector and an equilib-

rium including equilibrium strategies for all players. It is extremely rare to

characterize all equilibrium strategies in repeated games or stochastic games

literature. Most papers focus on equilibrium payoffs, and mechanism design

has to specify strategies. As mentioned, not every equilibrium has to have the

desired property; but there should be at least one equilibrium for the given

mechanism. With limited commitment, mechanism design requires character-

izing an equilibrium together with equilibrium strategies for the mechanism

designer and all agents, not just all agents. The first sentence of this para-

graph should be read as “for any given payoff vector with full commitment,

there is an equilibrium with the same payoff when the mechanism designer has

limited commitment.” However, in reality, most papers show that the equi-

librium strategies of agents from the mechanism with full commitment still

form an equilibrium, and the mechanism designer offers the mechanism from

the full-commitment solution as a best response every period. To be fair, if

the mechanism designer is the only one who needs incentives to implement the

full-commitment solution, then there is no reason why one must characterize

all equilibria with the same payoffs. The only tricky part with this approach is

that if the given mechanism with full commitment doesn’t provide the incen-

tives to the designer to offer it every period given his private history, that by

itself doesn’t mean that the payoff vector can never be obtained as a limited-

commitment solution. To prove the latter, one needs to show that there exists
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no mechanism that obtains the full-commitment solution when the mechanism

designer has limited commitment. And the qualifier “private history” comes

from the fact that mechanism designer is the only one who sees the message

profile each period.

Sufficient conditions in theorem 2 show that every full-commitment so-

lution can be supported with limited commitment if the sufficient condition

holds. With some sufficient conditions, the equilibrium construction doesn’t

depend on the specific payoff vector and works for all full-commitment solu-

tions. When not every full-commitment solution can be supported with limited

commitment, then one needs to ask which ones can be supported with what

type of equilibrium construction. If there is a public randomization device, it

is sufficient to characterize extremal points in the set of equilibrium payoffs;

any convex combination can be taken care of by the public randomization

device.

Theorem 2 shows that if there is a minmax equilibrium with certain prop-

erties, then all full-commitment solutions can be supported with limited com-

mitment. This is an easy case from repeated-games perspective. The minmax

equilibrium payoffs are sufficiently bad for all players given the discount factor;

or, for the given payoff vector, there is a threshold on the discount factor that

makes the construction work for any discount factor above the threshold.

When the minmax payoff is not sufficiently bad for any of the players, or if

there is no minmax payoff, then the next step is to consider pairwise identifia-

bility. Sufficient conditions along this argument follow from Fudenberg, Levin

and Maskin (1994), and given the payoff vector, there is a threshold on the

discount factor above which the full-commitment solution can be supported

with limited commitment.

Previous two paragraphs show the reason why sufficient conditions in the-

orem 2 work. There is a reason why they are sufficient conditions. Those

sufficient conditions stemming from the folk-theorem literature show that for

given payoff vector, the full-commitment solution can be obtained if the dis-

count factor is above the threshold. It doesn’t say that the payoff vector

can never be obtained with any discount factor below the threshold nor it
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characterizes the threshold as a function of primitives of the model. In most

cases, there exists the lowest discount factor above which the same equilibrium

construction works with all discount factors above the threshold.

When sufficient conditions in theorem 2 are from the folk-theorem argu-

ment and there exists the threshold on the discount factor, then depending

on the equilibrium construction, there exists another threshold below which

the set of full-commitment solutions is strictly bigger than the set of limited-

commitment solutions. There can be an interval with strictly positive measure

between the two thresholds, but this depends on the specific equilibrium con-

struction. Lastly, if one were to consider an equilibrium construction that

doesn’t rely on any folk-theorem argument from repeated-games literature, I

already mentioned that sufficient conditions in theorem 2 are easier to charac-

terize than when the set of full-commitment solutions is strictly bigger than the

set of limited commitment solutions. Those in theorem 2 can be derived from

the mechanism designer’s incentives in the full-commitment solution. They

don’t have to be, but if they do, then they constitute sufficient conditions for

obtaining the full-commitment solution. Sufficient conditions for the set of

full-commitment solutions is strictly bigger than the set of limited commit-

ment solutions need to show that there exists no equilibrium that obtains the

same payoff vector as with full commitment.

4 Conclusion

I studied mechanisms with limited commitment when agents have persistent

correlated types in this paper. The focus of the paper is the interaction between

limited commitment and persistent correlated types. When the mechanism

designer has his own private information, this interaction is the only case

where the mechanism designer faces the informed-principal problem at the

beginning of every period after the first.

I first show the revelation principle, but it is not an immediate extension

of Bester-Strausz (2001). As one can see from the sketch of the proof, match-

ing the posterior beliefs is not the one and only way of finding a different
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mechanism with the same expected payoffs, and having multiple agents with

correlated persistent types matters. Sufficient conditions for the mechanism

designer to support every full-commitment solution as a limited-commitment

solution are also genuinely sufficient conditions. Both theorems can be sharp-

ened further, and the final version will also have sufficient conditions for the

set of full-commitment solutions to be strictly bigger than the set of limited-

commitment solutions.
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