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On Self-Serving Strategic Beliefs 
 

Abstract 
 
We experimentally study settings where an individual may have an incentive to adopt negative 
beliefs about another’s intentions in order to justify egoistic behavior. Our first study uses a 
game in which a player can take money from an opponent in order to prevent the opponent from 
subsequently causing harm. We hypothesize that players will justify taking by engaging in 
“strategic cynicism,” convincing themselves of the opponent’s ill intentions. We elicit 
incentivized beliefs both from players with such an incentive and from neutral third parties with 
no incentive to bias their beliefs. We find no difference between the two sets of beliefs, 
suggesting that people do not negatively bias their beliefs about a strategic opponent even when 
they have an incentive to do so. This result contrasts with Di Tella, et al. (2015), who argue that 
they provide evidence of strategic cynicism. We reconcile the discrepancy by using Di Tella, et 
al.’s, data, a simple model of strategic belief manipulation and a novel experiment in which we 
replicate Di Tella, et al.’s, experiment and also elicit the beliefs of neutral third parties. Across 
three experimental datasets, the results provide no evidence of negatively biased beliefs about 
others’ intentions. However, Di Tella, et al.’s, results and our novel data indicate that those with 
a greater incentive to view others’ intentions negatively exhibit relatively less positive beliefs 
than those without such incentives. 

JEL-Codes: C720, D830, C920. 
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1. Introduction 

Considerable evidence indicates that decision makers confronted with tradeoffs 

between egoistic and social considerations, such as fairness and equality, will rely on 

justifications to prioritize the former while avoiding the impression that they are acting 

selfishly (Dana, Weber and Kuang, 2007; Hamman, Loewenstein and Weber, 2010; Gino, 

Norton and Weber, 2016; Grossman and van der Weele, 2017). This includes engaging in 

self-serving belief manipulation, whereby actions that are personally beneficial can be 

justified by changing one’s beliefs or perceptions of what is fair (Babcock and Loewenstein, 

1997; Konow, 2000), a product’s quality (Chen & Gesche, 2017; Gneezy, Saccardo, Serra-

Garcia, and van Veldhuizen, 2018) or the likely outcomes of a random process (Haisley and 

Weber, 2010; Exley, 2016).1 

One important, but largely unexplored, context for self-serving belief manipulation is 

in strategic settings where individuals form beliefs about an opponent’s likely behavior. It has 

long been recognized that beliefs about other players’ actions and intentions can play a 

central role in prosocial behavior, with a positive relationship between the belief that others 

will act unkindly and one’s own egoistic behavior (e.g., Rabin, 1993; Levine, 1998; 

Fischbacher, Gächter and Fehr, 2001). Strategic beliefs are typically assumed to be 

determined by the structure of the game and beliefs about others’ preferences or rationality. 

However, in light of the apparent ease with which people bias their beliefs in self-serving 

ways in other contexts, it seems plausible that they may similarly bias their beliefs about 

others’ actions when doing so can justify acting in a selfish way that harms others.2 Indeed, a 

recent paper by Di Tella, Perez-Truglia, Babino and Sigman (2015) provides evidence 

consistent with the idea that people engage in such “strategic cynicism.” Specifically, they 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 Such self-serving interpretations are related to the concept of “motivated reasoning” from psychology (Kunda, 
1990). Models introducing self-deception and self-image concerns to economics include Akerlof and Dickens 
(1982), Rabin (1994), Akerlof and Kranton (2000), Bénabou and Tirole (2006, 2011), Bénabou (2013). There is 
also evidence for self-serving belief manipulation about other desired qualities, like one’s abilities (Möbius, 
Niederle, Niehaus and Rosenblat, 2017; Zimmerman, 2018), beauty (Eil and Rao, 2011), honesty (Mazar, Amir, 
and Ariely 2008; Shalvi, Gino, Barkan, and Ayal, 2015) and about desired future life events (Irwin, 1953; 
Mayraz, 2013). 
2 There are many contexts in which adopting cynical beliefs about others’ likely actions may be strategically 
desirable for an individual constrained to act morally. For instance, an employer who can benefit by laying off a 
worker may find it easier to do so if she adopts the belief that the employee is likely committing acts that merit 
firing. A national leader intent on seizing land from a neighboring country may find this easier to justify under 
the belief that the other country intends to act aggressively. A US President may find it easier to justify firing a 
special counsel investigating him for misconduct if he convinces himself that the investigation is a WITCH 
HUNT! Trivers (2011) discusses an alternative motive to engage in self-deception in strategic situations: 
deceiving oneself about one’s own qualities, such as ability, might be an effective strategy to deceive others (see 
also Schwardmann and van der Weele (2016), for related experimental evidence). 
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demonstrate that people with a greater opportunity to take from another person believe that 

this opponent is more likely to act in a greedy and harmful manner. 

 Our study investigates the phenomenon of strategic self-deception, although we 

initially approach this question in a different manner from Di Tella, et al. Rather than testing 

whether people with a greater incentive to take from others adopt relatively more negative 

beliefs about these opponents, as they do, our focus is on whether people with the opportunity 

to take from others adopt beliefs that are biased in comparison to two reasonable objective 

standards: the actual empirical behavioral frequency of opponents’ behavior and the beliefs 

of neutral outsiders with no incentive to view others self-servingly. That is, we test the extent 

to which individuals with an incentive to engage in strategic cynicism adopt beliefs that are 

negatively biased in absolute terms. In contrast, Di Tella, et al., study a relative form of this 

bias, investigating whether one group’s beliefs are more negative—or, critically, less 

positive—than those of another group. 

Our results show that this distinction is important. We find evidence consistent with 

the relative bias documented by Di Tella, et al. However, we also show in two novel studies 

and in Di Tella, et al.’s, own data that there is no evidence of negatively biased strategic 

beliefs in absolute terms. In fact, across all three studies, individuals with an incentive to take 

from others—and, therefore, with an incentive to engage in strategic cynicism—actually hold 

highly accurate beliefs that are close to both the actual behavior of their counterparts and to 

the beliefs of neutral observers. The only bias, relative to these objective and neutral 

standards, in all three data sets lies in the beliefs of individuals in Di Tella, et al.’s, design 

with a low ability to take from their counterpart; these people exhibit overly positive beliefs 

about their counterpart’s likely action. Thus, to the extent that absolute bias exists in people’s 

beliefs about a counterpart’s actions, it appears to be one of positivity rather than cynicism. 

Our first study, which we conducted prior to knowing about Di Tella, et al.’s, related 

work, uses a game that we refer to as the “pre-emptive taking game.” In this game, a pair of 

players—say, “Ann” and “Bob”—both start off with the same wealth endowment. Ann first 

decides how much to take from Bob. Bob then decides how much to take from Ann. A key 

feature is that Bob’s ability to take from Ann increases in the amount of money he has 

remaining after Ann’s taking decision. That is, by taking from Bob, Ann both increases her 

earnings and reduces his opportunity to act in a selfish and harmful manner. Thus, Ann’s 

taking decision may naturally be influenced by whether or not she thinks Bob will use his 

remaining money to harm Ann. But, if Ann feels constrained to act “fairly,” the game also 
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creates an incentive for Ann to manipulate her beliefs about Bob’s likely action, since this 

gives her a justification for taking more under the guise of self-protection.  

Our main purpose in this study is to test for a bias in the beliefs of subjects in the role 

of Ann. Therefore, we directly elicit such beliefs about the amount that Bob will take if given 

the opportunity. We compare this to beliefs elicited from neutral third parties who have no 

incentive to engage in strategic cynicism. Our hypothesis is that Ann’s incentive to justify 

taking by adopting a cynical belief about Bob’s likely behavior will lead her to self-servingly 

negatively bias these beliefs. Surprisingly, however, in light of other instances in which 

people seem to engage in self-deception in non-strategic contexts, we find no difference 

between the two sets of beliefs. The two beliefs are virtually identical and very close to the 

true empirical frequencies. This suggests, at the least, that there are limitations in people’s 

ability to manipulate their beliefs about a strategic opponent. 

This finding also contrasts with those of Di Tella, et al., who argue that their 

experimental evidence shows that individuals form biased beliefs and convince themselves 

that their counterparts are more likely act egoistically than they actually are.3 Di Tella, et al., 

support this conclusion with an experiment using a game, labeled the “corruption game,” that 

shares features with our pre-emptive taking game. In this game, Ann and Bob again start with 

an identical number of tokens and Ann similarly decides how many tokens to take from Bob. 

In the corruption game, however, Bob simultaneously makes a binary decision whether to act 

“corruptly,” by taking a side payment that increases Bob’s wealth while lowering the value of 

the tokens. Thus, Ann can justify taking more tokens from Bob as a fair action if she thinks 

that he will act corruptly. The experiment manipulates Ann’s ability to take tokens from Bob 

and finds that subjects in the role of Ann adopt more pessimistic beliefs when they have the 

ability to take more tokens. Thus, individuals seem to respond to the incentive to take more 

from their counterpart by engaging in strategic cynicism.  

At first, these two results seem to offer conflicting evidence. Our first study finds no 

evidence of strategic cynicism. In contrast, Di Tella, et al., conclude that people engage in 

self-serving belief manipulation. We reconcile this apparent inconsistency using the data 

from Di Tella, et al.’s, experiment, a simple model of strategic self-deception and an 

additional novel experiment. We show that the two sets of results are actually highly 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
3 Specifically, in a context where the actual proportion of egoistic counterparts is 𝑝!, Di Tella, et al., argue that a 
self-servingly biased decision maker “may form a biased belief [...] instead of correctly remembering a 
proportion of 𝑝! of low-type, the individual may try to convince herself that the proportion was actually 𝑝 > 𝑝!” 
(p. 3437).	
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consistent and, in doing so, provide important evidence on the nature of strategic self-

deception. 

First, we show that a closer inspection of Di Tella, et al.’s, data reveals that their 

results, like ours, do not actually show any absolute cynicism or bias on the part of 

individuals with an incentive to act egoistically. In fact, the subjects in their experiment with 

the greater incentive to engage in strategic self-deception provide belief estimates very close 

to the actual frequency of egoistic behavior by their counterparts. In contrast, those subjects 

with a low incentive to engage in strategic cynicism exhibit the most bias, but in the direction 

of believing that their opponents will be less egoistic than they actually are. Thus, to the 

extent that an empirical bias exists in Di Tella, et al.’s, data, it seems not to be one of 

cynicism, but rather one of optimism and positivity that arises only among those with little 

ability to take from their opponent.  

 We next show that, theoretically, this positivity bias can be explained by a simple 

model that serves as a stylized representation of the games in both ours and Di Tella, et al.’s, 

experiments. In the model, Ann derives utility from her own and Bob’s payoffs and this 

utility is increasing in Bob’s kindness. When Ann has the opportunity to take from Bob, she 

has an incentive to reduce her belief regarding Bob’s kindness; this diminishes the loss in 

utility she experiences by taking from him. However, in this setting individuals also have an 

incentive to form another kind of motivated belief—to convince themselves that the other 

player is kind and deserves any payoff she receives. The net result of these two opposing 

tendencies is an absolute bias in the direction of positivity, which is consistent with a general 

tendency for distorted beliefs to lie in the direction of positivity and optimism, rather than the 

opposite (Bénabou and Tirole, 2016). This simple theoretical analysis provides a basis for 

two phenomena we observe in our first experiment and in Di Tella, et al.’s, data. First, in 

absolute terms, biases about others’ actions will lie in the direction of positivity rather than 

cynicism.4 Second, consistent with Di Tella, et al.’s, interpretation of their findings, the 

relative positivity of Ann’s beliefs about Bob’s behavior will be lower as Ann has a greater 

opportunity to take money from Bob. Thus, viewed jointly, these predictions suggest that, at 

least in many settings, strategic cynicism may be a relative rather than an absolute 

phenomenon. 

The above analysis yields a straightforward interpretation for the absence of absolute 

strategic cynicism in our first experiment and the presence of relative strategic cynicism in 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
4 This prediction also arises under the model that Di Tella, et al., use to motivate their experiment, though their 
analysis does not investigate this property. 
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the study by Di Tella, et al. However, existing empirical support for the above two 

predictions involves comparisons across studies, in which changing populations or incidental 

factors may yield varying results. Therefore, in a third step, we test the two predictions in a 

novel experiment. We conduct a replication of Di Tella, et al.’s, study, but also elicit the 

beliefs of neutral observers regarding the behavior of subjects in the role of Bob.5 

In this new experiment, we replicate Di Tella, et al.’s, main finding—a comparative 

static result that individuals with a greater opportunity to take from their counterparts hold 

less positive beliefs about these opponents. This replication itself is noteworthy, as we have a 

substantially larger sample size and find qualitatively similar findings in a different 

population, in Switzerland rather than Argentina, in a society that differs in general levels of 

corruption, trust and trustworthiness. However, we also once more document a lack of 

strategic cynicism in absolute terms. The beliefs of individuals in the role of Ann with a 

strong incentive to engage in strategic cynicism are no more cynical about Bob’s behavior 

than either the empirical frequency of actual choices or the beliefs of neutral third parties 

without any incentive to adopt a negative view of Bob’s likely actions.  

 Our results should not be interpreted as questioning Di Tella, et al.’s, findings. In fact, 

we provide a direct replication of their main result of relative strategic cynicism. However, 

we additionally provide clear evidence—across both of our studies and in Di Tella, et al.’s, 

original data—that there is no strategic cynicism in absolute terms. Instead, we find that 

strategic beliefs are positively biased. Our contribution thus expands our understanding of the 

psychological forces behind self-serving belief manipulation, by noting that strategic 

cynicism may compete with a tendency towards positivity in determining individuals’ beliefs. 

Such a tendency towards positivity is consistent with overwhelming evidence of a general 

“positivity illusion” (Taylor and Brown, 1988) from psychological studies: people hold 

overoptimistic beliefs about future life events (Weinstein 1980, 1989), are too optimistic 

about the degree of personal control (Langer, 1975), hold too positive perceptions of 

themselves (Svenson, 1981; Quattrone and Tversky, 1984), engage in wishful thinking 

(Irwin, 1953), and hold beliefs that the world is just (Lerner, 1980).6 This positivity bias can 

also explain why, in contrast to our study, many other studies found strong evidence for 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
5 Di Tella, et al., argue that one of their experimental treatments provides an estimate of unbiased beliefs. 
However, as we discuss in detail below (see footnote 17), there are a few reasons why these estimates are 
unlikely to correspond to the unbiased beliefs of subjects in their main experiment. 
6 In economics, Haisley and Weber (2010) document a tendency to believe that the impacts of one’s choices on 
others are more positive than they actually are, while Andreoni and Sanchez (2014) find that subjects are too 
optimistic about other players’ trust and trustworthiness compared to actual behavior. 
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motivated reasoning (in non-strategic settings). We therefore contribute to a better 

understanding of the specific contexts, in which we should expect biased beliefs to arise.7 

The next section provides a detailed description of our first study using the pre-

emptive taking game. In Section 3, we discuss the study by Di Tella, et al., show that their 

findings do not provide evidence of strategic cynicism in absolute terms and present a 

stylized model that can provide an interpretation of behavior in both experiments. Section 4 

presents our second experiment, intended to test this model more directly and reconcile the 

earlier results. Finally, Section 5 concludes. 

 

2. Study 1: An experimental test of strategic cynicism 

We first introduce the pre-emptive taking game, which allows us to test for absolute 

bias in strategic beliefs. Then, we discuss the experimental implementation of the game and 

present our results. 

 

2.1 The pre-emptive taking game 

There are two players, Ann and Bob. Both players start with an endowment of 10. 

They play a sequential game. In Stage 1, Ann decides how much to take from Bob’s initial 

endowment. She can take any amount, 𝑎 ∈ {0, 2, 4, . . . , 10}. After Stage 1, Ann’s wealth 

equals 10+ 𝑎, while Bob’s equals 10− 𝑎.  

In Stage 2, after observing 𝑎, Bob decides how much to take from Ann’s current 

endowment, 𝑏, once again in increments of two. The amount that Bob can take is constrained 

by Bob’s remaining wealth. Specifically, in order to take 𝑏 units from Ann, Bob has to spend 

0.5𝑏 from his remaining wealth and cannot spend more than the amount he has at the 

beginning of Stage 2. Furthermore, Bob cannot take more than Ann’s wealth at the beginning 

of Stage 2. Thus, Bob’s ability to take is given by, 𝑏 ∈ {0, . . . , 𝑏}, where 𝑏 = min   2 10−

𝑎 , 10+ 𝑎 . Hence, in the case in which Ann took everything in Stage 1 (i.e., 𝑎 = 10), Bob 

cannot take anything in Stage 2.  

After Stage 2, the game concludes. The two players’ payoffs are determined as 

follows:  

𝜋! = 10+ 𝑎 − 𝑏 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
7 Other studies that demonstrate limits in the extent to which motivated reasoning and justifications facilitate 
egoistic behavior are van der Weele, Kulisa, Kosfeld and Friebel (2014) who find that people do not use “moral 
wiggle room” (see Dana, Weber and Kuang, 2007) in the context of reciprocity and Bartling and Özdemir 
(2017) who find that people do not employ the “replacement logic” (“if I don’t do it, someone else will”) in 
contexts with a strong social norm. 
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𝜋! = 10− 𝑎 + 𝑏 − 0.5𝑏 

As an example, suppose Ann decides to take 6 in Stage 1 such that 𝑎 = 6. At the beginning 

of Stage 2, Ann has 16 and Bob has 4. In this case, in Stage 2, Bob can spend up to 4 to take 

up to 8 from Ann; doing so would leave both Ann and Bob with final payoffs of 8. Under 

standard egoistic preferences, in the unique subgame-perfect Nash equilibrium to the game 

both Ann and Bob take as much as they can, i.e., 𝑎 = 10 and, consequently, 𝑏 = 𝑏 = 0. 

The key feature in the pre-emptive taking game is that Bob’s ability to take from Ann 

is limited by how much he has left at the end of Stage 1. Ann can thus protect herself from 

Bob’s potentially egoistic behavior by taking all his tokens. Therefore, suppose Ann wants to 

obtain as high a payoff as possible, but also feels obligated to be fair to Bob in the case he 

does not intend to take from her. In such a case, Ann may justify taking by convincing herself 

that Bob intends to act greedily—i.e., by engaging in strategic cynicism. The critical measure 

of strategic cynicism in studying this game is thus Ann’s beliefs about Bob’s behavior. In 

particular, eliciting these beliefs and comparing them to neutral and objective standards—the 

actual amount of taking by Bob and neutral observers’ beliefs about Bob’s taking—allows us 

to test whether they exhibit a systematic bias toward negativity. 

 

2.2 Experimental design 

At the beginning of each session, participants are randomly assigned to one of three 

roles: Player A (Ann), Player B (Bob) and Player C (neutral observer). Subjects are informed 

of their own role. Next, all subjects receive the same set of instructions. The instructions 

describe all decisions made by Player A, Player B and the neutral observer in detail and 

subjects are provided with a detailed table showing all the possible combinations of payoffs 

resulting from the two strategic players’ actions.8 After hearing the instructions read aloud, 

all participants answer questions about the decisions available to Players A and B and the 

consequences of these decisions.  

For the pre-emptive taking game, Players A and B each start with an initial 

endowment of 10 chips, with each chip worth CHF 2 (≈ $2). In each pair, Player A selects 

how much to take from Player B (𝑎). Player B’s choices are elicited using the strategy 

method—Player B selects an amount to take (𝑏!) for every possible choice made by Player 

A. After both Player A and Player B have made their decisions, but before they learn about 

the payoffs, we elicit their beliefs concerning their counterpart’s behavior. Player B guesses 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
8 The instructions are available in the Appendix. 
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which value of 𝑎 Player A selected (𝑎!). Player A guesses a value of 𝑏 for every possible 

value of 𝑎, or 𝑏!!; at the end of the experiment one value of 𝑎 is randomly selected to count 

for Player A’s guess. Each subject earns an additional CHF 4 if they accurately guess the 

choice made by their opponent.9 

Individuals in the role of Player C are not matched with any pair and are not directly 

affected by the choices made by any specific Player A or B. Hence, they act as neutral 

participants, who have no incentive to bias their beliefs about other participants’ actions. For 

our purposes, they provide a measure of unbiased beliefs about the actions of Player As and 

Bs. Specifically, each neutral observer guesses the choice of a randomly selected Player A 

(𝑎!) and the conditional choices of a randomly selected Player B (𝑏!!). Similarly to the other 

participants, each Player C gains CHF 4 for correctly guessing the behavior of a Player A and 

CHF 4 for correctly guessing one randomly selected option for a Player B.  

After making all choices, participants are informed about their payoffs. They then 

answer several socio-demographic questions before they are paid in private.  

We conducted seven sessions with between 30 and 36 participants, resulting in a total 

of 240 participants, 80 in each role.10 All sessions took place at the Decision Sciences Lab 

(DeSciL) at the Federal Institute of Technology (ETH) in Zurich in 2015. Participants were 

recruited using hroot (Bock, Baetge and Nicklisch, 2014) from the joint subject pool of the 

University of Zurich and the ETH. The experiment was implemented using z-Tree 

(Fischbacher, 2007). 

 

2.3 Results 

On average, Player A took 8.0 tokens (std. dev. = 3.6) from Player B, with 50 of 80, 

or 62.5 percent, taking the full amount, 𝑎 = 10. Figure A1 in the Appendix provides the full 

distribution of amounts taken.  

Taking by Player A is related to beliefs about how much Player B will take. Figure 1 

shows the average belief of Player A regarding how much Player B will take, in response to 

every possible action by Player A. The figure presents these mean beliefs separately for those 

who took less than 10 (“a < 10”) and those who took everything (“a = 10”). Those subjects in 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
9 The amount of CHF 4 as an incentive for accurate guesses was the same for all sessions, except of the first 
session. In this session, the incentive for accurate guesses was CHF 2. We raised the incentive subsequently to 
provide subjects with more earnings opportunity. We find no differences in accuracy of guesses due to different 
incentives. 
10 We conducted two waves: the first four sessions were in Wave 1 while the remaining three sessions were in 
Wave 2. The second wave included elements intended to better ensure comprehension. We pool the data, as 
there is no difference in behavior between the two waves. The appendix provides instructions for both waves. 	
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the role of Player A who took everything hold more cynical beliefs about Player B. For 

instance, for the hypothetical case where Player A takes nothing (𝑎 = 0), those who actually 

took all 10 have mean beliefs that are much more cynical (8.16) than those who took less 

than 10 (4.2), and this difference is highly statistically significant (t78 = 4.44, p < 0.001). 

Comparisons of mean beliefs for the cases in which Player A takes 𝑎 = 2 or 𝑎 = 4 similarly 

reveal differential cynicism between those who took 10 and those who took less 

(respectively, t78 = 4.72, p < 0.001 and t78 = 2.85, p < 0.01). This positive relationship 

between taking by Player A and negative beliefs about Player B’s behavior is consistent with 

strategic cynicism but does not demonstrate it. Indeed, the more straightforward 

interpretation is that subjects in the role of Player A might simply be responding to their 

beliefs—taking more preemptively if they fear that B will also take more.11 

 

Figure 1: Player A beliefs about Player B’s actions by Player A type 

 
Note: The figure displays mean predictions by A of how much B will take, conditional on how much they took 
themselves. The category “a<10” represents Player As who took less than 10 from Player B, while the category 
“a=10” represents Player As who took the maximum possible from their counterparts. Dotted lines indicate the 
maximum possible amount B could take. Bars indicate standard errors. 
 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
11 This is in line with results in Fischbacher and Gächter (2010) who find, using a public good game, a positive 
relationship between participants’ own contributions and their beliefs about others’ contributions. 
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To investigate strategic cynicism, our main focus, we next compare the beliefs of 

subjects in the role of Player A with two standards corresponding to unbiased beliefs. 

Strategic cynicism would imply that the beliefs of Player A about B’s action predict more 

taking than the actual amount taken by Player B (𝑏!! > 𝑏!) and than the corresponding 

predictions by Player C (𝑏!! > 𝑏!!). Figure 2 shows, for each possible action by Player A, 

how much Player B actually took on average and the corresponding mean beliefs by subjects 

in the roles of Player A and Player C. 

Looking first at the actual behavior of subjects in the role of Player B, we observe that 

the amount they take depends on Player A’s choice. For instance, when Player A takes 

nothing, then the average amount taken, 𝑏!!!, equals 5.63, even though Player B could take 

anywhere between 0 and 10 tokens. As Player A takes more, Player B also seizes a larger 

proportion of the available tokens. For instance, when Player A takes either 2 or 4 tokens, 

meaning that Player B can take anywhere between 0 and 12, then 𝑏!!! = 8.53 and 𝑏!!! = 

9.65, on average. Finally, when A takes most of B’s endowment, B takes, on average, very 

close to the maximum possible amounts (𝑏!!! = 7.53 and 𝑏!!! = 3.90).12  

 
Figure 2: Actual conditional taking by B and corresponding predictions by A and C 

 
Note: Actual choices by Player Bs and predicted choices about Player B’s behavior by Player As and the 
neutral observers (Player Cs), respectively. Dotted lines indicate the maximum possible amount B could take. 
Bars indicate standard errors. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
12 Figure A2 in the Appendix provides the distributions of taking by B, for every possible amount taken by A. 
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Perhaps the most striking finding in Figure 2 is how little evidence we find of 

strategic cynicism. For every possible amount taken by Player A, the beliefs of Player A and 

Player C regarding Player B’s choice are very close to each other and to the actual behavior 

of Player B. Table 1 presents statistical tests of the relationships between Player A’s beliefs 

and the actual choices by Player B and the beliefs of Player C. There are no statistically 

significant differences between the beliefs of Player A (𝑏!!) and the actual behavior of Player 

B (𝑏!) or the beliefs of Player C (𝑏!!) for any amount taken by A between 0 and 6. In the case 

where A takes 8, the differences are at least marginally statistically significant, but in these 

comparisons A underestimates B’s taking, both relative to the actual amount and to the 

beliefs provided by C.13  

 

Table 1. Statistical tests of strategic cynicism 

 Mean taking 
by B (𝑏!) 

Mean guess 
by A (𝑏!!) 

Mean guess 
by C (𝑏!!) 𝑏!! vs. 𝑏! 𝑏!! vs. 𝑏!!  

𝑎 = 0 5.625 
(0.503) 

6.675 
(0.480) 

6.250 
(0.478) 

𝑡!"# = 1.510 
p = 0.133 

𝑡!"# = 0.678 
p = 0.531 

𝑎 = 2 8.525 
(0.454) 

8.800 
(0.444) 

8.550 
(0.406) 

𝑡!"# = 0.433 
p = 0.666 

𝑡!"# = 0.416 
p = 0.678 

𝑎 = 4 9.650 
(0.343) 

9.775 
(0.371) 

9.600 
(0.296) 

𝑡!"# = 0.247 
p = 0.805 

𝑡!"# = 0.368 
p = 0.713 

𝑎 = 6 7.525 
(0.160) 

7.275 
(0.231) 

7.550 
(0.133) 

𝑡!"# = 0.889 
p = 0.375 

𝑡!"# = 1.031 
p = 0.304 

𝑎 = 8 3.900 
(0.061) 

3.675 
(0.109) 

3.925 
(0.043) 

𝑡!"# = 1.800 
p = 0.074 

𝑡!"# = 2.130 
p = 0.035 

 
Standard errors in parentheses 
 

2.4 Discussion 

To summarize, we find a positive relationship between cynicism about one’s 

opponent and the number of tokens taken by subjects in the role of Player A. That is, subjects 

who hold cynical beliefs about their opponents take more from them. However, our data 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
13 The statistical tests in Table 1 are t-tests. Non-parametric Wilcoxon rank-sum tests yield very similar results; 
all p-values for 𝑎   = 0  through 𝑎 = 6 are greater than 0.188 and the p-values for 𝑎 = 8 are 0.071 (𝑏!! vs. 𝑏!) 
and 0.066 (𝑏!! vs. 𝑏!!). 
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reveal very little evidence of self-serving belief manipulation by subjects in the role of Player 

A, neither relative to objective behavioral standards nor to the beliefs of unbiased observers.14  

While our results rule out significant levels of strategic cynicism in our data, they 

stand in contrast to Di Tella, et al. (2015), who conclude from their experimental evidence 

that people engage in self-serving manipulation of their strategic beliefs. We next describe 

this evidence and attempt to reconcile our seemingly conflicting results. 

 

3. Reconciling our results with Di Tella, et al. (2015) 

Di Tella, et al. (2015), study strategic cynicism using a “corruption game.” In contrast 

with our findings, they conclude that decision makers bias their beliefs about a counterpart’s 

egoism in response to incentives. In this section, we first describe their study and findings in 

detail and then offer evidence that our two sets of results are similar in that neither yields 

evidence of an absolute bias in individuals’ beliefs. 

  

3.1 Di Tella, et al.’s, corruption game 

The study by Di Tella, et al., is based on the idea that a greater opportunity to act 

egoistically at the expense of a counterpart creates stronger incentives to engage in strategic 

cynicism. Hence, their main prediction is that those with greater opportunities to act 

egoistically should end up with a more pessimistic belief about the counterpart’s kindness.  

Di Tella, et al., test this comparative-static prediction in a “corruption game.”15 In the 

game, an “Allocator” and a “Seller” each start with 10 tokens. The Allocator decides how to 

redistribute the combined 20 tokens between herself and the Seller. Simultaneously, the 

Seller sets the “price” at which all the tokens are sold to the experimenter. He can either 

choose a price of 1.50 Argentine pesos ($) or a price of $0.50. If the Seller chooses the latter, 

he additionally receives a fixed side payment of $5. Setting a lower price while taking the 

side payment is labeled as a “corrupt” act by the Seller, akin to accepting a bribe. 

In addition to deciding upon the distribution of tokens, the Allocator also provides 

beliefs (𝑝) about the likelihood that her paired Seller takes the corrupt action and about the 

share of Sellers in the experimental session that does so. The Allocator receives $5 for each 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
14 The beliefs of Player Bs and Cs about A’s actions are similarly unbiased (see Figure A3 in the Appendix). 
Recall that the mean amount taken by A is 8.0 (std. dev. = 0.358). Player Bs and C report mean beliefs that are 
slightly higher (𝑎! = 8.35 (0.280), 𝑎!  = 8.53 (0.258)) but these differences are not statistically significant—all 
comparisons using t-tests or rank-sum tests yield p > 0.23. 
15 Di Tella, et al., present the results of two different corruption games. We describe the game used in their 
preferred study, the modified corruption game. The formal games only differ in their payoffs. 
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correct guess. These beliefs—the key measure in Di Tella, et al.’s, experiment—provide 

estimates of the (possibly biased) beliefs that the Allocator has about Sellers’ behavior.  

Di Tella, et al., identify strategic cynicism with a treatment distinction that varies 

constraints on Allocators’ ability to redistribute tokens. In the “Able = 2” treatment, the 

Allocator can move up to two tokens; that is, she can implement one of the following five 

payoff distributions: (8, 12), (9, 11), (10, 10), (11, 9), (12, 8). In the “Able = 8” treatment, the 

Allocator can move up to eight tokens, meaning that the allocations, (2, 18), (3, 17), …, (17, 

3), (18, 2), are all possible. Hence, the treatment manipulation endows some Allocators with 

the ability to appropriate up to eight of the Sellers’ tokens and other Allocators with the 

ability to appropriate only up to two tokens. Importantly, however, a Seller is not informed of 

whether his paired Allocator can move two or eight tokens, meaning that Allocators, who are 

aware of Sellers’ ignorance regarding the treatment, should form beliefs about Sellers’ 

behavior that are independent of the treatment.16 Instead, Di Tella, et al., argue that the 

treatment manipulation affects the value of engaging in self-deception, as “allocators who can 

take more tokens from the seller (i.e., Able = 8 instead of Able = 2) have more incentives to 

convince themselves that the seller is unkind” (p. 3417), that is, 𝑝!"#$!! < 𝑝!"#$!!.  

Di Tella, et al.’s, experimental results are consistent with this prediction. Individuals 

who have a greater ability to take from their counterpart take more and, more importantly, 

reveal more pessimistic beliefs about their counterpart’s corruption. This appears to contrast 

with the findings of our first experiment, which reveal no strategic cynicism. 

 

3.2 Relative or absolute cynicism? 

 To reconcile the apparent discrepancy, first note that our first study sought to identify 

strategic cynicism through the observation that individuals bias their beliefs about a 

counterpart’s actions relative to the objective reality or to the beliefs of unbiased observers. 

Specifically, suppose there is some measure of an opponent’s (expected) kindness, 𝑑—where 

unkindness, or 1− 𝑑, corresponds to 𝑏 in the pre-emptive taking game or 𝑝 in the corruption 

game. If 𝑑 represents a decision maker’s beliefs about the opponent’s kindness, then our 

strategic cynicism hypothesis is that a decision maker who can take from the opponent will 

perceive the opponent to be less kind than he actually is, or 𝑑 < 𝑑. In the case of Di Tella et 

al.’s experiment, for instance, this corresponds to the belief that 𝑝 is higher than it actually is 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
16 This design leaves open the possibility that Allocators’ differential beliefs are the result of the “curse of 
knowledge” or information projection (Camerer, Loewenstein & Weber, 1989; Madarasz, 2012), whereby 
decision makers find it difficult to ignore their private information when guessing others’ beliefs. 
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(see footnote 3). Instead, our first study finds that 𝑑 ≈ 𝑑, both when we measure 𝑑 using 

empirical behavior as the benchmark or the beliefs of unbiased observers. 

Di Tella, et al.’s, experiment and findings, however, demonstrate something different. 

Specifically, they test whether a decision maker with a greater incentive to take from the 

opponent will perceive the opponent to be less kind than will a decision maker with a reduced 

incentive to take. That is, if we let 𝑑′ represent the beliefs of a decision maker with a 

restricted taking opportunity—as with Allocators in the Able = 2 condition—then Di Tella, et 

al.’s, findings demonstrate that those who are constrained to take less adopt relatively more 

positive beliefs of their opponent’s kindness, 𝑑! > 𝑑. Indeed, this relative comparison is also 

the basis of the main theoretical proposition with which they motivate their study.  

The discrepancy in our findings is straightforward to reconcile if one recognizes that a 

relative bias and an absolute bias may not coincide. That is, if subjects in Di Tella, et al.’s, 

study do not exhibit an absolute bias in the direction predicted by strategic cynicism—that is, 

if 𝑑! > 𝑑 ≥ 𝑑—then the two sets of results are entirely consistent.  

Di Tella, et al., do not explicitly collect a measure of the unbiased beliefs of neutral 

observers.17 However, we can compare Allocators’ guesses to the empirical frequency of 

Sellers’ corruption. In Di Tella, et al.’s, first experiment, the actual proportion of Sellers who 

chose the corrupt option was 75 percent. Using the more precise measure of Allocators’ 

estimates, and the only one that was incentivized, we see that those Allocators with a greater 

ability to take money (Able = 8) provided estimates (69 percent) that were fairly close to the 

empirical benchmark and, if anything, underestimated Sellers’ corruption. On the other hand, 

the Allocators who had a reduced ability to take (Able = 2) provided estimates (49 percent) 

that were much farther from the true percentage. Similarly, in the second experiment, the 

frequency of corrupt behavior by Sellers was 66 percent. The estimates provided by those 

who could take more (Able = 8) tended to exhibit very little bias (64 percent), while the 

estimates from those who could take less (Able = 2) were again biased in the direction of 

believing too little corruption on the part of Sellers (48 percent).  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
17 Di Tella, et al., argue that an additional treatment in which Allocators are forced to take a pre-specified 
amount from the Seller, and in which the mean estimate is 56 percent, provides “a rough estimate of what the 
average [estimate] would have been in the Modified Game if Allocators had not incurred in self-deception.” 
However, these are not the estimates of unbiased observers, but of individuals interacting with the counterpart. 
In the simple model we develop below, such individuals have an incentive to view the opponent kindly. In 
addition, eliminating the Allocator’s choice altogether substantively changes the game—e.g., Sellers now 
confront a unilateral decision problem rather than a strategic game. Therefore, the beliefs of the Allocators in 
this game can only very cautiously be interpreted as corresponding to Allocators’ (unbiased) beliefs in the 
corruption game. Finally, there are very few observations in this treatment (15 if one uses the same rules for 
excluding subjects as in other treatments—see footnote 25 in Di Tella, et al., 2015). 
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Our observations—based on our data and that of Di Tella, et al.—suggest that, to the 

extent a bias exists, it is one of positivity and the belief that opponents will be kinder than 

they actually are. While Di Tella’s, et al.’s, evidence points to greater relative strategic 

cynicism on the part of those with more opportunity to take—i.e., 𝑑! > 𝑑—there is very little 

evidence of strategic cynicism on an absolute level—instead, it appears that 𝑑! > 𝑑 ≥ 𝑑. We 

next demonstrate how a very simple model can provide an interpretation for these patterns. 

 

3.3 A simple model of strategic cynicism 

In this section, we introduce a simple model that can account for the above patterns. 

We do not attempt to derive a general model of belief formation or self-deception. Instead, 

we study a simple and highly stylized representation of a decision in a non-strategic context, 

where an individual decides on a wealth allocation between herself and a counterpart and 

cares about this counterpart’s perceived kindness or unkindness. It shares many features with 

the model used by Di Tella, et al., to motivate their experiment—indeed, the main predictions 

of our analysis can also be generated using their model.18 We acknowledge that alternative 

modeling approaches may yield different predictions; however, we present this model merely 

as an example of the kind of model that can provide an interpretation for the above patterns 

we observe in our first experiment and in the study by Di Tella, et al., and that we can further 

test in a novel experiment. 

Ann decides how to split an amount of money, normalized to 1, with Bob. Ann can 

take at most 𝐾 ∈ 0,1  for herself. Bob has one of two possible types, which represent the 

extent to which he is a “good” or “bad” person and is therefore perceived by Ann to deserve 

greater or less wealth: with probability, 𝑝 ∈ (0,1), Bob is a low-deservingness type (𝐿) and 

with probability, 1− 𝑝, Bob is a high-deservingness type (𝐻). Ann is altruistic, but she cares 

less for the welfare of the low type. Specifically, she puts weight 𝑑! > 0 on the low type’s 

payoff and weight 𝑑! > 𝑑!  on the payoff of the high type. To incorporate motivated 

reasoning and self-deception, Ann can bias her belief, 𝑝, about the share of low types. 

However, this incurs a psychological cost, 𝐶 𝑝 − 𝑝 .19 In addition, as in our experiments 

and those of Di Tella, et al., Ann is incentivized to hold unbiased beliefs by a monetary 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
18 Our model differs in important points (e.g., we formally incorporate the restriction 𝐾). Di Tella, et al., discuss 
a result related to Proposition 2, but no result related to Proposition 1. 
19 We capture motivated reasoning similarly to Rabin (1994) and Konow (2000). For other examples of models 
with motivated beliefs, see Bénabou and Tirole (2006, 2011), Bénabou (2013), Brunnermeier and Parker (2008), 
and Bodner and Prelec (2002, 2003). 
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payoff function 𝑃 𝑝 − 𝑝 . Since Ann does not know Bob’s actual type, the weight she 

assigns to Bob’s payoff equals its expected value, 𝐸! 𝑑 = 𝑝𝑑! + (1− 𝑝)𝑑!. 

Ann’s behavior is then captured by the following maximization problem: 

max!∈ !,! ,!∈ !,!   U 𝑥,𝑝 = 𝑣(𝑥)+ 𝐸! 𝑑 𝑣 1− 𝑥 + 𝑃 𝑝 − 𝑝 − 𝐶 𝑝 − 𝑝 ,  (1) 

where 𝑥 represents the share that Ann takes for herself. The function 𝑣: 0,1 → ℝ!! is a C1 

function with 𝑣′ > 0 , 𝑃: 0,1 → ℝ!!   is a C2 function with 𝑃′ < 0  and 𝑃′′ ≤ 0 , and 

𝐶: 0,1 → ℝ!! is a C2 function with 𝐶′ > 0 and 𝐶′′ > 0.20 

This model generates two predictions that are consistent with the above empirical 

observations (all proofs are in Appendix B). First, Proposition 1 shows that Ann is, if 

anything, too positive regarding Bob’s deservingness.  

Proposition 1: For any (𝑥,𝑝) in 𝑎𝑟𝑔𝑚𝑎𝑥!∈ !,! ,!∈ !,!   U 𝑥,𝑝 , 𝑝 ≤ 𝑝.  

This result is due to the fact that her utility increases in Bob’s deservingness; that is, Ann 

prefers to think of Bob as being the more deserving type. Thus, in absolute terms, Ann’s bias 

will always be to think of Bob as kinder than he actually is. 

Proposition 2 states that, in relative terms, Ann will be more cynical—or less 

positive—when she has the opportunity to take more from Bob.  

Proposition 2: Take 𝐾,𝐾′ in (0,1] with 𝐾! < 𝐾 and suppose that there is a 

unique solution to (1) for both 𝐾 and 𝐾′, then 𝑝′ ≤ 𝑝. 

Thus, Proposition 2 provides a basis for the differences in relative beliefs between subjects 

who could take varying amounts from their opponent in Di Tella, et al.’s, experiment. In 

summary, this model predicts a (motivated) bias in belief formation that provides a basis for 

the absence of absolute levels of cynicism: as Ann shares a positive amount with Bob, she 

likes to think of him as a deserving type and this motivation is stronger as she is constrained 

to take less money from him.  

Next, we illustrate the choice problem for a neutral observer with no stake in the 

outcome of game. This individual reports his beliefs, 𝑝! , about the deservingness of a 

random person in the role of Bob and faces incentives for accuracy: he receives a payoff 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
20 Note that there exists a solution to (1) as U 𝑥, 𝑝   is continuous and the feasible set is compact.	
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𝑃 𝑝 − 𝑝! . The observer can also adopt biased beliefs about 𝑝 , but faces the cost, 

𝐶 𝑝 − 𝑝! , for doing so. The observer thus solves the following maximization problem: 

 

max!!∈ !,!   𝑈 𝑝! = 𝑃 𝑝 − 𝑝! − 𝐶 𝑝 − 𝑝!        (2) 

 

where again 𝐶′ > 0 and 𝑃′ < 0. The observer maximizes his utility by having accurate 

beliefs: 

 

Proposition 3: 𝑝! = 𝑝 is the unique solution to max!!∈ !,!   𝑈 𝑝! . 

 

Therefore, neutral observers report beliefs that correspond to the unbiased beliefs 𝑝.21  

Note that this simple model can account for the pattern observed in the above 

laboratory results. Our results in Study 1 are consistent with Propositions 2 and 3: 𝑝 ≤ 𝑝 =

𝑝!. In the case of Di Tella, et al.’s, experiment, if we allow Able = 2 to correspond to 𝐾! and 

Able = 8 to correspond to 𝐾, the patterns in the data are consistent with both Propositions 1 

and 2: 𝑝! ≤ 𝑝 ≤ 𝑝. We next test these predictions jointly—specifically, that 𝑝! ≤ 𝑝 ≤ 𝑝! =

𝑝—in a novel experiment.    

 

4. Study 2: Jointly testing absolute and relative strategic cynicism 

As we state above, the data from our first experiment and that of Di Tella, et al., 

provide, separately, support for all three of the above propositions. However, since we 

developed the model as a way to account for these observations, this is not particularly 

surprising. We next report a novel study that jointly tests all three predictions. The new 

experiment replicates Di Tella, et al.’s, experiment and further elicits the beliefs of neutral 

observers. 

 

4.1 Experimental design 

We began with a replication of Di Tella, et al.’s, corruption game, conducted in 

Switzerland. We used their instructions and replaced the monetary payoff of 1 Argentine 

peso with 1.20 Swiss Francs (CHF).22 This meant, for instance, that the payment for each 

correct guess by an Allocator was CHF 6. In addition, we paid a participation fee of CHF 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
21 See Konow (2000) for a very similar result, in the case of “Benevolent Dictators.” 
22 Note that we substantially increased real incentives; in 2016, CHF 1 corresponded to 7.48 Argentine pesos 
(PPP adjusted; OECD, 2018). 



	
   18 

15.23 We made two further substantive changes to bring their classroom experiment into a 

laboratory setting. First, while their experiment was fully paper based, we implemented it via 

computers, using the z-Tree program (Fischbacher, 2007). Second, we used a slightly 

different procedure to guarantee participants’ anonymity.24 We conducted nine sessions, each 

with between 22 and 24 participants, resulting in a total of 212 participants (106 Allocators 

and 106 Sellers).  

We also conducted an additional variant of the experiment—which we refer to as the 

“neutral” treatment—to elicit the unbiased beliefs of neutral observers. In these sessions, 

participants received “instructions provided to a participant in a previous experiment.” 

Specifically, each participant saw either the instructions given to an Able = 2 or an Able = 8 

Allocator, determined at random. Since the Allocators’ instructions include the instructions 

given to Sellers, participants also read the Sellers’ instructions and had knowledge of the 

entire game. We made explicit to participants that, first, these were not their instructions and 

that, second, at the end of the experiment they could earn money by providing accurate 

guesses about something that happened in the previous experiment. Therefore, participants 

had no incentives to engage in self-deception, but still had incentives to closely attend to the 

instructions and understand the corruption game. 

After reading the instructions, participants in the neutral treatment first had to answer 

the same comprehension questions as in the design of Di Tella, et al., and in our replication, 

to make sure that they understood the game. Subsequently, they made two guesses identical 

to those made by Allocators in Di Tella, et al.’s, design and in our replication: they guessed 

the choice made by a randomly chosen Seller in the previous experiment and they guessed 

what percentage of Sellers in a previous session chose the corrupt option. As in the 

replication, they received CHF 6 for correct guesses, as well as a CHF 15 participation fee. 

We conducted two such neutral sessions, with a total of 55 participants. 

All sessions took place at the Decision Sciences Laboratory at the Federal Institute of 

Technology (ETH) in Zurich, in 2016. Participants were recruited using hroot (Bock, Baetge 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
23 Our first session paid only a participation fee of CHF 10. We adjusted this payment upward to reflect the 
longer duration of the study than we originally expected. 
24 At the beginning of each session, one participant was randomly selected to be the “monitor.” The remaining 
participants each received a random ID number hidden in an envelope, so that the experimenter could not match 
the ID to the participant. Subjects entered their ID numbers in their respective computer terminals. At the end of 
the study, we placed the amount of money earned by each participant in an envelope labeled only with the 
anonymous ID number and placed all envelopes on a table that participants passed on their way out of the 
laboratory. The monitor, who did not know the amount contained in any of the envelopes, controlled that each 
participant took only the correct envelope.	
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and Nicklisch, 2014) from the joint subject pool of the University of Zurich and the ETH. All 

instructions for the replication and the neutral treatment are in the Appendix. 

 

Table 2. Allocator behavior in Di Tella, et al., and our replication 

 Modified Game (Di Tella, et al.) Replication 

 Able = 2 Able = 8 p-value Able = 2 Able = 8 p-value 

Tokens 
Taken 

1.35 
(0.16) 

6.59 
(0.33) <0.01 0.98 

(0.14) 
4.79 

(0.44) <0.01 

Is Corrupt 0.48 
(0.09) 

0.85 
(0.06) <0.01 0.19 

(0.05) 
0.49 

(0.07) <0.01 

%-Corrupt 0.48 
(0.04) 

0.64 
(0.03) <0.01 0.33 

(0.04) 
0.47 

(0.04) <0.01 

N 31 34  53 53  

Notes: Standard errors in parentheses. P-value: t-test of the null hypothesis that the means under Able = 2 
and Able = 8 are equal. 

 
 
4.2 Results 

Table 2 compares the behavior and guesses of Allocators in Di Tella, et al.’s, 

experiment and in our replication.25 The mean tokens taken (Tokens Taken) by the Allocator 

is slightly lower in our replication. More importantly, the share of Allocators who think that 

their paired Seller chooses the “corrupt” side payment (Is Corrupt) differs significantly 

between the Able = 2 and Able = 8 treatment groups in both the original experiment and our 

replication. The same holds for the average stated belief of Allocators regarding the share of 

Sellers who choose the side payment (%-Corrupt). Thus, despite the differences between the 

two studies—e.g., lab vs. field, Switzerland vs. Argentina—we replicate Di Tella, et al.’s, 

findings of relative strategic cynicism (𝑝! ≤ 𝑝). 26 

 
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
25 Following Di Tella, et al., we conduct randomization tests with respect to demographic measures (gender, age 
and socioeconomic class). We find no significant differences between the Able = 2, Able = 8 and Neutral 
treatments.  
26 The statistical tests in Table 2 are t-tests. Non-parametric Wilcoxon rank-sum tests yield very similar results; 
p-values for Tokens Taken, Is Corrupt and %-Corrupt are smaller than 0.01.	
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Table 3. Allocator and neutral observer beliefs 
 

 Replication Neutral Treatment 

 Able = 2 Able = 8 Neutral 
p-value 

vs.  
Able = 2 

p-value 
vs.  

Able = 8 

Is Corrupt 0.19 
(0.05) 

0.49 
(0.07) 

0.44 
(0.07) 0.005 0.576 

%-Corrupt 0.33 
(0.04) 

0.47 
(0.04) 

0.46 
(0.04) 0.019 0.743 

N 53 53 55   

Notes: Standard errors in parentheses. P-value: t-test of the null hypothesis that the means under neutral 
and the corresponding replication (Able = 2 or Able = 8) mean are equal. 

 
 

 
We next compare the beliefs provided by Allocators with those of neutral observers, 

to see whether 𝑝! ≤ 𝑝 ≤ 𝑝! holds in our new study. Table 3 compares the estimates of 

unbiased beliefs we obtained in our neutral treatment with the estimates provided by both 

Able = 2 and Able = 8 Allocators in our replication. The final two columns report statistical 

tests of the differences between neutral observers’ beliefs and those of the two types of 

Allocators. The neutral and unbiased estimate is 44 percent for Is Corrupt and 46 percent for 

%-Corrupt.27 Both of these are close to—and statistically indistinguishable from—the beliefs 

provided by Allocators with the high opportunity to take (Able = 8), again suggesting that 

these allocators exhibit no bias (i.e., 𝑝 = 𝑝!). Moreover, the estimates of 44 and 46 percent 

are very close to the actual frequency of corrupt choices by Sellers (42 percent). Thus, 

similarly to our first experiment, neutral observers provide fairly accurate estimates of 

behavior. In contrast, the mean beliefs provided by Allocators in the Able = 2 treatment are 

considerably more positive than the beliefs provided by neutral observers and these 

differences are statistically significant. 28   

The results of this study provide support for our interpretation of a key distinction 

between relative versus absolute strategic cynicism in our study and in the one of Di Tella, et 

al., and for the theoretical model we used to account for these observations. Comparing the 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
27 There is no significant difference between the beliefs of neutral subjects who received the instructions of an 
Able=2 Allocator and those who received instructions of an Able=8 Allocator. 
28 Non-parametric Wilcoxon rank-sum tests yield very similar results; p-values for Is Corrupt are 0.006 for the 
comparison between the neutral and the Able=2 Treatment and 0.574 for the comparison between the neutral 
and the Able=8 Treatment; p-values for %-Corrupt are 0.019 for the comparison between the neutral and the 
Able=2 Treatment and 0.835 for the comparison between the neutral and the Able=8 Treatment.	
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behavior of Allocators with a high and low taking opportunity, we observe that the former 

hold relatively more cynical beliefs—i.e., that 𝑝! ≤ 𝑝, as in Proposition 2. We also observe 

that, in absolute terms, the estimates provided by Allocators do not exhibit a tendency toward 

cynicism, relative to the unbiased estimates of neutral observers—i.e., 𝑝! ≤ 𝑝 ≤ 𝑝!, as in 

Propositions 1 and 3. 

 

5. Conclusion 

This paper studies whether the tendency to manipulate one’s beliefs self-servingly 

extends to strategic cynicism, whereby an individual views her opponents’ likely actions 

negatively when doing so can justify acting in a self-interested manner. We begin with a 

laboratory experiment that compares the beliefs of strategic players motivated to engage in 

strategic cynicism with the beliefs of neutral observers not incentivized to engage in any 

belief manipulation. We find no evidence that strategic actors manipulate their beliefs 

regarding opponents’ behavior, thus seemingly contradicting the hypothesis of strategic 

cynicism, at least in absolute terms.  

We then attempt to reconcile this observation with the results from Di Tella, et al. 

(2015), who find evidence of strategic belief manipulation, whereby subjects with greater 

opportunity to take money from another person are more cynical about the counterpart’s 

likely behavior. This provides evidence of relative strategic cynicism, meaning that 

individuals become comparatively more cynical about their opponents when doing so 

justifies more self-interested behavior. However, Di Tella, et al.’s, data reveal very little 

evidence of strategic cynicism in absolute terms. Thus, one possible interpretation of the 

apparent discrepancy is that individuals exhibit relatively more pessimistic beliefs regarding 

the behavior of their counterparts when they stand to gain more from doing so, but that, in 

absolute terms, their beliefs will tend toward positivity rather than cynicism.  

We show that this interpretation is consistent with a simple model—similar to the one 

that Di Tella, et al., use to motivate their study—in which individuals enjoy giving more if 

they believe that the beneficiaries are nicer. If we allow individuals to manipulate their 

beliefs with some cost for doing so, then the model can explain both of the above patterns. 

People benefit from thinking that they are acting toward kind others, but will believe these 

others to be less kind when greater cynicism lowers the costs of acting self-interestedly. 

Admittedly, this model is not general, but it provides a useful framework for reconciling the 

results of the two studies. 
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To investigate this interpretation, we conducted a novel experimental test. 

Specifically, we first replicated Di Tella, et al.’s, experiment and then extended it to obtain 

new measures of unbiased beliefs from neutral observers. Our replication confirms Di Tella, 

et al.’s, observation of relative strategic cynicism. Nevertheless, we also find that any 

absolute bias in beliefs seems to lie in the direction of too much positivity, rather than 

cynicism, about counterparts’ behavior, especially by those with a limited opportunity to act 

self-interestedly.  

We thus find no evidence—across many comparisons—that decision makers justify 

treating another person unfairly by self-servingly adopting the belief that the counterpart 

herself intends to act more egoistically than is actually the case. Instead, in terms of an 

absolute level of bias, we find evidence for another form of motivated belief; namely, in the 

kinds of interactions we study here, individuals seem motivated to convince themselves of 

the deservingness of the counterpart, and end up with beliefs that are often too positive. The 

finding that people are too positive about other players’ kindness supports a general tendency 

for distorted beliefs to lie in the direction of positivity and optimism rather than the opposite. 

In fact, a broad view of the literature suggests that there is little evidence that people 

systematically bias their beliefs in a negative direction. While it is certainly unreasonable to 

rule out the possibility that there are contexts in which people may also engage in such 

cynical self-deception—and that, in absolute terms, this may even occur in strategic 

settings—our analysis suggests that such a tendency is limited, at least in some contexts. 
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Appendix A: Additional results 
 

Figure A1 – Distribution of Player A choices in Experiment 1 

 
 

Figure A2 – Distribution of Player B choices in Experiment 2 
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Figure A3 – Taking by Player A and corresponding beliefs of Players B and C 
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Appendix B: Proofs 
 

Proposition 1: For any (𝑥, 𝑝) in 𝑎𝑟𝑔𝑚𝑎𝑥!∈ !,! ,!∈ !,!   U 𝑥, 𝑝 , 𝑝 ≤ 𝑝.  

Proof: For any 𝑝 ∈ (𝑝, 1] and any 𝑥 ∈ 0,𝐾  we have that 𝑈 𝑥, 𝑝 > 𝑈 𝑥, 𝑝 :  
𝑈 𝑥, 𝑝 − 𝑈 𝑥, 𝑝 = 𝐸! 𝑑 − 𝐸! 𝑑 𝑣 1 − 𝑥  
+ 𝐶 𝑝 − 𝑝 − 𝐶 0 + (𝑃 0 − 𝑃 𝑝 − 𝑝 ) 

First, note that 𝐸! 𝑑 − 𝐸! 𝑑 𝑣 1 − 𝑥 > 0 as 𝐸! 𝑑 > 𝐸! 𝑑  and 𝑣 . > 0. Second, we have 𝐶 𝑝 − 𝑝 −
𝐶 0 > 0 as 𝐶′ . > 0. Third, 𝑃′ . < 0 implies that 𝑃 0 − 𝑃 𝑝 − 𝑝 > 0. Therefore 𝑈 𝑥, 𝑝 − 𝑈 𝑥, 𝑝 > 0, 
and 𝑝 ∈ (𝑝, 1]  cannot be a solution to (1). 
 
 

Proposition 2: Take 𝐾,𝐾′ in (0,1] with 𝐾! < 𝐾 and suppose that there is a unique solution to (1) for 
both 𝐾 and 𝐾′, then 𝑝′ ≤ 𝑝. 

Proof: Define  (𝑥, 𝑝) = 𝑎𝑟𝑔𝑚𝑎𝑥!∈ !,! ,!∈ !,!   U 𝑥, 𝑝  and (𝑥′, 𝑝′) = 𝑎𝑟𝑔𝑚𝑎𝑥!∈ !,!! ,!∈ !,!   U 𝑥, 𝑝 . 
Case i) Suppose 𝑥 ≤ 𝐾′, then (𝑥, 𝑝) is the solution of 𝑚𝑎𝑥!∈ !,!! ,!∈ !,!   𝑈 𝑥, 𝑝 , so 𝑝′ = 𝑝. 
Case ii) Suppose 𝑥 𝐾 > 𝐾′ . Then 𝑥 𝐾′ <   𝑥 𝐾  (and 1 − 𝑥 𝐾! > 1 −   𝑥 𝐾 ). Note that the relevant 

Karush–Kuhn–Tucker conditions for the problem are (Proposition 1 implies that the condition 𝑝 ≤ 1 is 
not binding): 

−P! 𝑝 − 𝑝 − 𝑑! − 𝑑! 𝑣 1 − 𝑥 + 𝐶′ 𝑝 − 𝑝 + 𝜆 = 0  (I) 
𝜆𝑝 = 0  (II) 
𝑝 ≥ 0  (III) 
𝜆 ≥ 0  (IV) 

Case iia) Suppose 𝑝′ = 0, then 𝑝′ ≤ 𝑝 due to condition (III). 
Case iib) Suppose 𝑝 = 0. Then (I) implies 

𝑑! − 𝑑! 𝑣 1 − 𝑥   ≥ 𝐶′ 𝑝 − P! 𝑝   (I!) 
Note that 𝑑! − 𝑑! 𝑣 1 − 𝑥′ > 𝑑! − 𝑑! 𝑣 1 − 𝑥  as 𝑣′ . > 0. This, together with (I’) and the 
assumptions on C and P imply  𝑑! − 𝑑! 𝑣 1 − 𝑥′ > 𝐶! 𝑝   − P! 𝑝 ≥ 𝐶! 𝑝 − 𝑝′   − P! 𝑝 − 𝑝′ . 
Then by (I), 𝜆′ > 0. Then by (II) 𝑝′ = 0. 
Case iic) Suppose 𝑝, 𝑝′ > 0. Then by (II) 𝜆 = 𝜆′ = 0. Then (I) simplifies to: 

𝑑! − 𝑑! 𝑣 1 − 𝑥 = 𝐶′ 𝑝 − 𝑝 − P! 𝑝 − 𝑝   (I′′) 
𝑑! − 𝑑! 𝑣 1 − 𝑥′ = 𝐶′ 𝑝 − 𝑝′ − P! 𝑝 − 𝑝′   (I′′′) 

Combining (I’’), (I’’’) and 𝑑! − 𝑑! 𝑣 1 − 𝑥′ > 𝑑! − 𝑑! 𝑣 1 − 𝑥  implies: 
𝐶! 𝑝 − 𝑝′ − P! 𝑝 − 𝑝′ > 𝐶! 𝑝 − 𝑝′ − P! 𝑝 − 𝑝   (𝑉) 

  (V) together with 𝑃′ . < 0, 𝑃′′ . ≤ 0, 𝐶′ . > 0 and 𝐶′′ . > 0 implies 𝑝′ ≤ 𝑝. 
 
 
 
Proposition 3: 𝑝! = 𝑝 is the unique solution to max!!∈ !,!   𝑈 𝑝! . 

Proof: For any 𝑝! ∈ (𝑝, 1] we have that 𝑈 𝑝 − 𝑈 𝑝! = 𝑃 0 − 𝑃 𝑝! − 𝑝 + 𝐶 𝑝! − 𝑝 − 𝐶 0 > 0  due to 
𝐶′ . > 0 and 𝑃′ . < 0.  
For any 𝑝! ∈ [0, 𝑝)  we have that 𝑈 𝑝 − 𝑈 𝑝! = 𝑃 0 − 𝑃 𝑝 − 𝑝! + 𝐶 𝑝 − 𝑝! − 𝐶 0 > 0   due to 
𝐶′ . > 0 and 𝑃′ . < 0. 
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