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Abstract 
 
We study the impact of selection bias on estimates of the gender pay gap, focusing on whether 
the gender pay gap has fallen since 1981. Previous research has found divergent results across 
techniques, identification strategies, data sets, and time periods. Using Michigan Panel Study of 
Income Dynamics data and a number of different identification strategies, we find robust evidence 
that, after controlling for selection, there were large declines in the raw and the unexplained gender 
wage gaps over the 1981-2015 period. Under our preferred method of accounting for selection, 
we find that the raw median wage gap declined by 0.378 log points, while the median unexplained 
gap declined by a more modest but still substantial 0.204 log points. These declines are larger 
than estimates that do not account for selection. Our results suggest that women’s relative wage 
offers have increased over this period, even after controlling for their measured covariates, 
including education and actual labor market experience. However, we note that substantial gender 
wage gaps remain. In 2015, at the median, the selectivity-corrected gaps were 0.242 log points 
(raw gap) and 0.206 log points (unexplained gap). 
JEL-Codes: C210, C240, J160, J310. 
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I.  Introduction 

In one of the more dramatic labor market developments in the last several decades, the 

observed gender pay gap in the United States has decreased substantially.  Yet, there is 

considerable debate about whether the convergence in the observed gap also represents 

convergence in wage offers between men and women.  The key problem is that we only observe 

wages among the employed, a group that self-selects into the labor force (Heckman 1979).  With 

a self-selected sample, there is the possibility that the convergence in the observed gender wage 

gap does not accurately measure convergence in wage offers due to non-random selection into 

employment.  The direction of this bias is unclear.  For example, the recent pattern of labor force 

exit among low-skill and likely low-wage men could artificially inflate the gender wage gap, 

attenuating our estimates of convergence.  Alternatively, the entry of high-skill and likely high-

wage women into the labor market could decrease the observed gender wage gap and exaggerate 

the extent of convergence.  Shifts in selection patterns over time are an especially salient 

concern, since the labor force participation rates of men and women have converged at the same 

time as the gender wage gap has declined.  In this paper, we attempt to account for selection bias 

using multiple methods to understand what has happened to the gender gap in wage offers.   

Previous papers in the literature have found divergent results across techniques, 

identification strategies, data sets, and time periods.  Consequently, as shown by the summary of 

the main findings from this literature in Appendix Table A1, there is no consensus about 

selection-adjusted trends in the gender wage gap.  Among the methods employed to study 

selection-corrected convergence of the gender pay gap are structural modeling of selection into 

the labor force (Blau and Beller 1988; Mulligan and Rubinstein 2008; Maasoumi and Wang 

2019); limiting to a sample men and women who have a very high employment probability and 
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for whom selection is unlikely to drive wage gaps—the identification at infinity approach 

(Mulligan and Rubinstein 2008; Machado 2017); bounding techniques (Blundell, et al. 2007); 

and imputing unobserved wage offers by assigning wages relative to the median based on 

observables and employing median regression (Blau and Kahn 2006). On the extreme end of 

recent findings, Mulligan and Rubinstein (2008) find no evidence of a closing of the gender 

wage gap between the 1970s and 1990s once selection and covariates are taken into account. In 

contrast, for example, Blau and Kahn (2006) found that the selection- and covariate-adjusted 

median wage gap fell substantially between 1980 and 1998 

 While all of the above methods provide a possible solution to the selection problem, each 

method has important drawbacks.  Structural methods make strong identifying assumptions 

about variables that affect employment but not wages.  Techniques that impute individual wages 

in relation to the median make a selection on observables assumption that might not hold.  The 

identification at infinity approach, while internally valid, is based on a highly selected sample 

that may be unrepresentative of the general population, raising external validity concerns.  

Bounding techniques require fewer assumptions but can easily generate uninformative estimates.   

In this paper, we advocate for a data-driven approach to correct for selection, 

incorporating actual wage observations for individuals who are either not currently in the labor 

force or not members of wage samples traditionally used in analyses of the gender wage gap.  

We provide evidence on the raw and unexplained (i.e. covariate-adjusted) gender pay gaps in 

wage offers across time by using a variety of techniques to adjust for selection, while always 

limiting the scope for selection bias using our bolstered wage samples.  To capture as many wage 

observations as possible, we use the Michigan Panel Study of Income Dynamics (PSID) to 

obtain wages for full-time workers with at least 26 weeks of employment, but also part-time 
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workers and those with less than 26 weeks of employment.  In addition, following Neal (2004), 

we employ adjacent survey years to obtain wages for individuals who do not have observed 

wages in the focal year.  Together, these additional wage data create a substantial coverage 

improvement compared to more traditional wage samples used in wage gap analyses, limiting the 

ability for selection bias to affect the estimates.   

For individuals who still lack wage data after exploiting these features of the PSID — 

never more than 10 percent of prime-aged men or 20 percent of prime-aged women — our 

preferred approach is to impute wages.  To reduce the potential for bias stemming from these 

imputations, we focus on the estimation of the wage gap at the median, but we also study mean 

wage gaps and gaps at other quantiles of the wage distribution.  We impute wages using what we 

call the "probability weighting method." Extending insights from Olivetti and Petrongolo (2008), 

instead of imputing specific wages we assign individuals without observed wages a set of 

predicted probabilities of their wages falling into each wage decile based on their observed 

characteristics.  We use the unconditional quantile regression approach of Firpo, Fortin and 

Lemieux (2009) to compute wage differentials at the median and Oaxaca-Blinder-style 

decomposition (Oaxaca 1973; Blinder 1973) to identify the portions of the differentials explained 

and unexplained by covariates.   

The probability weighting method has a number of advantages compared to other 

estimation strategies that have been employed to study our question and which are described in 

greater detail below. It avoids the strong identifying assumptions required to implement 

structural methods (Heckman 1979) and produces results that are more stable and less sensitive 

to small alterations in specification. The method also yields more precise estimates than 

bounding techniques (Blundell, et al. 2007), although it does require more assumptions in order 
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to do so. Unlike the identification at infinity approach (Chamberlain 1986 and Heckman 1990), it 

produces results for a sample that is representative of the full population. Moreover, as noted by 

Olivetti and Petrongolo (2008) for their median approach, our probability weighting method does 

not assume positive selection, unlike some earlier research (Bayer and Charles 2018; Neal and 

Johnson 1996). And it does not require an assumption about the exact level of an individual’s 

wage but rather their probabilities of being in particular portions of the distribution (Olivetti and 

Petrongolo 2008). While our approach uses observables to predict these probabilities, as 

discussed below, we implement some robustness checks that address the issue of unobservables.  

Although we believe that this approach has considerable merit, we also implement the other 

major methods used in the literature to correct for selection, including structural models, 

bounding techniques, and identification at infinity.   

We make several contributions.  First, we study the gender pay gap by implementing all 

the major proposed selection-correction methods using a consistent data set and period.  Previous 

differences in conclusions about convergence in the gender wage gap could be due to different 

techniques but also due to a myriad of choices that researchers make.  Second, for each of the 

methods, we leverage the longitudinal nature of the PSID to substantially improve wage 

coverage as described above.  Thus, while nearly every method that we use makes assumptions, 

using additional actual wage data reduces the impact that those assumptions make.  Indeed, we 

find that as wage coverage increases, all the methods converge to the same result.  Third, in all 

our models we account for actual experience, an important variable in explaining the gender 

wage gap given the greater likelihood of workforce interruptions among women than men 

(Mincer and Polachek 1974; O’Neill and Polachek 1993; Blau and Kahn 1997) and a likely 

source of omitted variable bias in analyses using the Current Population Survey (CPS) or the 
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American Community Survey (ACS), which do not include information on actual experience.  

Moreover, the gender experience gap has declined sharply over the period, making this variable 

important in analyses of trends (Blau and Kahn 2017).  Fourth, in every method we employ, we 

correct for sample selection of males as well as females, as is now appropriate given labor force 

participation trends for both groups.  As a final contribution, our preferred probability weighting 

method implements a richer version of previous median approaches (Neal 2004, Blau and Kahn 

2006, and Olivetti and Petrongolo 2008) by estimating predicted wage deciles rather than simple 

above and below median probabilities.   

We find that, after controlling for selection, there are large declines in the raw and the 

unexplained gender wage gaps over the 1981 to 2015 period.  This conclusion largely holds up 

across all of the methods for correcting for selectivity bias and is similar to what one would have 

concluded without such corrections.  In our preferred specification using the probability 

weighting approach, the raw median gap declined by 0.378 log points, while the unexplained 

median gap declined by a more modest but still substantial 0.204 log points.  These declines are 

larger than estimates that do not account for selection.  These results are highly robust to a range 

of alternative specifications, including varying the variables used to predict individual wages, 

only using individuals with weak labor force attachment to predict wages (as they may be more 

similar to those without wages on unobserved factors), and finally to adjusting our results based 

on possible imputation errors.  Thus, overall, our results suggest that women’s relative wage 

offers have increased over this period, even controlling for their measured covariates, including 

education and actual labor market experience.  However, we note that substantial gender wage 

gaps remain. In 2015, at the median, the selectivity-corrected gaps were 0.242 log points (raw 

gap) and 0.206 log points (unexplained gap).  
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II. Related Literature and Our Contribution 

 Blau and Kahn (2017) present the trends in the gender wage gap for the 1980 to 2010 

period based on observed wages and Oaxaca-Blinder-style decompositions of OLS regressions 

(Oaxaca 1973, Blinder 1973). Using PSID data, and consistent with other evidence, they report 

convergence in the raw gender wage gap over the 1980 to 2010 period, with substantial 

narrowing in the 1980s and slower convergence thereafter. They find that improvement in 

women’s relative characteristics played a significant role in the decrease, but that much of the 

substantial convergence during the 1980s was attributable to a fall in the unexplained gender pay 

gap. However, there was no evidence of subsequent decreases in this measure after the 1980s 

(see also Blau and Kahn 2006). Blau and Kahn (2017) also explore trends in the gender wage 

gap at the 10th, 50th, and 90th quantiles of the male and female wage distributions, finding slower 

convergence at the top, both in raw and adjusted gender gaps.  

As discussed above, adjustment for changing patterns in the selection of women and men 

into the labor force could alter the conclusions based on simple OLS analyses of observed wages. 

(Again, see Appendix Table A1 for a summary of findings.) The traditional method to account 

for selection in wage equations uses structural methods initiated by Heckman (1979) where the 

correlation between sample selection and wages is explicitly modeled and estimated, typically 

with the use of an excluded instrument that affects employment probability but not the wage 

itself.  This technique has been employed to study trends in the gender wage gap by Blau and 

Beller (1988); and Mulligan and Rubinstein (2008). Excluded instruments used include non-

labor income and age distribution of household members (Blau and Beller 1988), and marital 

status interacted with number of young children (Mulligan and Rubinstein 2008). Notably, 
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Mulligan and Rubinstein find a complete lack of convergence in the selection corrected 

unexplained wage gap between the late 1970s and late 1990s, while Blau and Beller (1988) find 

selection-corrected convergence in the 1970s.  

Arellano and Bonhomme (2017) propose a selection correction method in a similar vein 

to the Heckman (1979) approach that is applicable to quantile regression models. Maasoumi and 

Wang (2019) employ this method to find broad convergence in the selection-corrected gender 

wage gap at the mean and various quantiles, using the number of young children as an excluded 

instrument.1 However, their year-by-year selection corrected results are highly volatile.   

Structural methods for selection bias correction provide estimates of structural parameters 

that are of interest in themselves. However, potential drawbacks of the structural method for 

selection bias correction are that the excluded instruments may not be valid and that the results 

may be sensitive to small changes in specification. Instead of making the arguably strong 

identifying assumptions needed in order to estimate a structural model, some authors have made 

a priori assumptions about where workers without wages would place in the wage distribution.  

For example, some assume that those without wages would place below the median, a perhaps 

reasonable assumption for men, but less so for women. For examples of this, see Neal and 

Johnson (1996) and Bayer and Charles (2018), who study black-white gaps among males. It also 

may be valid to assume that individuals with high levels of education and experience would 

place above the median, as do Neal (2004) in his study of black-white gaps among females, Blau 

and Kahn (2006) in their study of male-female differences over the 1979 to 1998 period, and 

Olivetti and Petrongolo (2008) in some specifications of their study of international differences 

                                                      
1 Maasoumi and Wang (2019) note that when they only correct for female selectivity, they find little evidence of 
convergence; however, when they correct for male and female selectivity, some evidence of convergence emerges. 
Also of note, they find that selection-corrected results show a substantial increase in the gender wage gap at the 10th 
and 25th percentiles during the 1990s and 2000s. 
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in the gender wage gap. Blau and Kahn (2006) find that this approach generally leads to similar 

conclusions about convergence patterns in the U.S. gender wage gap at the median as one would 

conclude from observed wages, but in each wave the inclusion of individuals who do not have 

observed wages substantially increases the unexplained portion of the median gap (and hence the 

total gap). 

A modification of this method is to estimate the probability that a person without wages 

would place above the median based on where observed workers with similar characteristics 

place and impute wages on a probabilistic basis (Olivetti and Petrongolo 2008).  Using the PSID 

and the European Community Household Panel, Olivetti and Petrongolo (2008) also generally 

find in their cross-sectional data that estimates of the median wage gap increase as more wage 

observations are added.  In this approach, one need not make a priori assumptions about where 

individuals with unobserved wages would place in the wage distribution.  While this method 

does not require the perhaps strong identifying assumptions needed for more structural 

approaches, it does not fully address the issue of sample selection bias based on unobservable 

factors. However, it is less demanding in that it involves placing individuals without observed 

wages above or below the median with a certain probability, rather than assigning them an exact 

wage. As discussed above, we expand this approach by imputing the wages for the remaining 

individuals based on deciles of the wage distribution.  

 A method relying on even fewer assumptions is to estimate bounds on the distributions of 

male and female wage offers in the population, using methods devised by Blundell, et al.  (2007), 

who were motivated by the theoretical work of Manski (1994) and Manski and Pepper (2000).2 

In the most extreme case, Blundell, et al. (2007) bound the “true” population wage distribution 

                                                      
2 Olivetti and Petrongolo (2008) conduct a bounding exercise to compare the gender pay gap across countries at a 
point in time. 
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— often by subgroup — at various quantiles by first assuming all unobserved wages fall below a 

given quantile of interest in the observed wage distribution and then assuming all unobserved 

wages fall above the quantile of interest. They then show how to tighten these bounds by 

layering on assumptions about the wage distribution, including stochastic dominance of the 

observed wage distribution relative to the unobserved distribution and the existence of valid 

instrumental variables that affect employment but not wages (or at least affect wages in a 

monotonic fashion). Studying wages in the United Kingdom in 1978 and 1998, they find 

evidence of a closing of the gender wage gap among the less educated and younger segment of 

the population. While such analyses do not provide point estimates, if the bounds are relatively 

tight, we may still be able to make conclusions about the size and convergence of the gender pay 

gap.   

A further approach in the literature at the intersection of the gender wage gap and 

selection is the identification at infinity method devised by Chamberlain (1986) and Heckman 

(1990) and employed by Mulligan and Rubinstein (2008). This method involves finding a 

segment of the population for which the probability of employment is particularly high — ideally 

approaching one — and estimating the wage gap among this group. For such a sample, there will 

not be a correlation between the unmeasured factors affecting employment and those affecting 

wages.  Using this approach on CPS samples from the late 1970s and late 1990s, Mulligan and 

Rubinstein (2008) find almost no convergence in the gender wage gap among samples with high 

probability of employment (that is, at least 80 percent). While such methods may be internally 

valid, they may not yield results that are representative of the full population.  For example, in 

Mulligan and Rubinstein’s sample of women with high predicted employment probabilities (i.e. 

at least 80 percent), 76 percent were never married and fully 98 percent had an advanced degree. 
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As noted, research based on observed wages has found that the gender pay gap fell much more 

slowly at the 90th percentile than at the median (e.g., Blau and Kahn 2017), and women with an 

advanced degree are likely to be in the upper portion of the female wage distribution.  Thus, the 

degree of gender convergence among this group may not be informative about the population in 

general. 

Finally, Machado (2017) proposes a kind of hybrid of the structural approaches and the 

identification at infinity approach. She also analyzes a group with high labor-force attachment, 

looking at the “always employed” — a group analogous to “always takers” in the local average 

treatment effect literature — to estimate wage gaps on a group for which selection should not 

matter. The group is defined with respect to an instrument for employment; she uses the presence 

children under 6 as an IV. Hence her estimation of the gender wage gap pertains to employed 

women with children.  Unlike Mulligan and Rubinstein (2008), she does find evidence of 

convergence.3   

While we focus on the gender wage gap at the median, this sort of comparison recently 

faced scrutiny from Maasoumi and Wang (2019). They write: “Implicitly assumed and required 

in the quantile comparisons is an assumption of rank invariance (or similarity); that is, one’s 

relative rank is preserved when endowed with each other’s skill sets or market returns” (p. 2439). 

They claim there is no reason to expect rank invariance to hold with respect to the male and 

female wage distributions and reject the assumption using a test proposed by Frandsen and 

Lefgren (2018). While this concern is certainly important to consider, we believe the median 

wage gap to be an interesting and important descriptive statistic in itself: it is a measure of 

                                                      
3 Machado (2017) also replicates the structural approach finding of Mulligan and Rubinstein (2008) to contrast her 
main results, and also finds evidence of convergence using a median bounding approach under a stochastic 
dominance assumption. 
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central tendency free of influence from extreme values.  However, we also briefly examine other 

quantiles of the distribution. 

As noted, our preferred approach is to use multiple waves of the PSID to obtain wage 

observations for those without wages in a given wave. Moreover, using our probability 

weighting approach, extending Olivetti and Petrongolo’s (2008) median approach, we then 

assign decile probabilities for those still without wages in order to create a distribution of wages 

for the population. Further, unlike Olivetti and Petrongolo (2008), we address the issue of 

selection on unobservables in some of our robustness analyses. As noted in the Introduction, our 

approach avoids the strong identifying assumptions required to implement structural methods 

and does not impose positive selection. It also yields more precise estimates than bounding 

methods, albeit with more assumptions, for which we will provide some evidence.  And, unlike 

the identification at infinity approach, it produces results for a sample that is representative of the 

full population.   

  

III. Data and Summary Statistics 

a. Data Sources 

Our primary data source is the Panel Study of Income Dynamics (PSID). We compute 

gender wage gap estimates using the 1981, 1990, 1999, 2011, and 2015 survey waves, and we 

use additional waves to provide supplementary wage information as discussed below. These 

years were selected to illustrate trends in the gender pay gap during the previous four decades.4 

As noted, the PSID can give insight into what wages might be in a given year if an individual is 

                                                      
4 The PSID was collected annually through 1997 and biennially thereafter. Note, while the years through 2011 
correspond to those used by Blau and Kahn (2017), there are some differences between the samples employed here 
and in that study — for example, the age range used — so the OLS results are not expected to be identical. 
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currently out of the labor force, and can be used to construct actual labor market experience (as 

opposed to a measure of potential experience based on age and years of education). We restrict 

all analyses to individuals aged 25 through 54, allowing us to largely abstract from issues related 

to working while in school (on the low end) and working while partially retired (on the high 

end). We drop the PSID Latino and Immigrant samples as well as individuals for whom we do 

not have information on key wage and employment determinants, such as work experience and 

education.5 All wages are converted to 2010 dollars using the GDP Personal Consumption 

Expenditures deflator and then log transformed. See the Data Appendix for additional sample 

construction details. 

 

b. Wage Samples 

 As part of our main approach to correct for selection bias, we successively add 

individuals and corresponding wage information to a basic sample of full-time workers 

employed 26+ weeks so as to limit the incidence of unobserved wages. Specifically, we first add 

part-time workers and those with less than 26 weeks of employment, then remaining individuals 

with wage data in nearby PSID waves, and finally all other remaining individuals, for whom we 

impute wage decile probabilities. This yields one base sample and three progressively more 

inclusive wage samples for which we compute wage gaps. While each successive sample 

includes all the wage information of the prior sample, we will reference from time to time 

sample “entrants” to characterize features of individuals added to form the indicated sample.  

The basic sample consists of workers who are currently employed full time and who 

worked at least 26 weeks during the previous year. This group is relatively homogenous with 

                                                      
5 We drop the Latino and Immigrant samples because they do not exist for our entire sample period. The Latino 
sample exists only for 1990 to 1995. The immigrant sample was only added in the 1997 and 1999 PSID waves.  
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respect to commitment to the labor force, and we denote them as Sample 1. Next, we add those 

employed part time and those working less than 26 weeks, as long as they have worked at least 

100 hours in the previous year.6 We term the union of Sample 1 and this additional group 

Sample 2.  While Sample 2 is likely to be less homogeneous than Sample 1 with respect to labor 

force commitment, it has the advantage of covering a larger portion of the population and of 

course still contains information on earnings. We believe that it is legitimate to include part-time 

workers, since previous research has found little evidence of a part-time wage penalty once 

selection is taken into account (Blank 1990; Hirsch 2005). The one exception is a penalty for 

men who are of retirement age, a group that we exclude from our sample (Aaronson and French, 

2004).  

We then augment Sample 2 by using the longitudinal nature of the PSID to find wages 

for individuals for whom we do not have a valid current wage, i.e., who do not satisfy the 

restrictions to be in Sample 2. Specifically, for such individuals, we assign wages from an 

adjacent wave of the PSID. Prior to 1997, the PSID was fielded annually and thereafter 

biennially. In the earlier years, we first assign wages from the surveys that are one year before or 

one year after the PSID sample wave, if available, and if wages are available in both years, we 

take the mean. If still no wage has been assigned, we repeat the process using wages two years 

before or after.7 In years after 1997, we perform a similar procedure focusing solely on the 

adjacent surveys (which are two years apart.)  We call the union of Sample 2 and these new 

individuals Sample 3. 

                                                      
6 We use a 100 hour cutoff in order to increase our confidence in the computation of hourly earnings.  Wage gap 
estimates are robust to completely eliminating the 100 hours restriction and to increasing the restriction to 300 
hours. 
7 These additional individuals must still meet the 100 hours restriction in the year from which wage data are taken. 
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Finding additional wage information from nearby PSID waves may be informative, since 

we have actual wage observations on individuals rather than imputations. However, a potential 

drawback of this approach is that past or future wage offers may not be indicative of the current 

wage offer. For example, on the one hand, a person may have been dismissed from a high wage 

job, implying that the wage from one or two years ago may be an overestimate of a current wage 

offer. On the other hand, a wage offer from one or two years ago may be an underestimate of 

his/her current wage offer if those years coincided with additional human capital formation via 

education or training. Moreover, a prior or future wage may have resulted from different market 

conditions, again potentially compromising the accuracy of this method of retrieving wage 

offers. Hence, we tested several versions of this method, including assigning only past wages or 

only future wages to individuals without a current wage. Our main results are robust to such 

alternatives, suggesting that this method of finding wages for those without current jobs has 

merit. We note that a version of this technique was previously used by Neal (2004), Blau and 

Kahn (2006), and Olivetti and Petrongolo (2008). 

Finally, for any individual still without wage data, we impute wages based on covariates 

using our probability weighting method. We call the union of Sample 3 and this final group 

Sample 4. We impute Sample 4 entrant wages in three steps: 1) We use Sample 3 to estimate an 

ordered probit model relating individual covariates to the probability of inclusion in each decile 

of the PSID wave-by-sex wage distribution; 2) We use the resulting model to assign each Sample 

4 entrant a set of ten probability-weighted wage observations constructed from each entrant’s set 

of predicted decile inclusion probabilities and a corresponding set of within-decile median 

wages; and 3) We iterate on steps 1 and 2 by updating the wage decile thresholds used for the 

ordered probit until the final probability-weighted decile assignment of Sample 4 entrants results 
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in an approximate convergence in the decile thresholds. Specifically, this iteration procedure 

continues until the wage decile end points from the current iteration are each within 25 cents of 

the corresponding deciles from the previous iteration.8 

We estimate decile probabilities (rather than, for example, the probability of being above 

median) in order to more accurately assess each Sample 4 entrant’s likely placement in the 

resulting wage distribution. Since our primary estimation strategy involves estimating median 

wage gaps, if one were only interested in describing the gender wage gap at the median rather 

than estimating the effects of explanatory variables, it would not matter in which decile we 

placed a Sample 4 entrant conditional on being above or below the median. However, we are 

also interested in ceteris paribus gender pay gaps at the median. For such analyses it may matter 

how far above or below median an individual is, and for this reason, we assign individuals decile 

probabilities rather than merely probabilities of being above or below median.   

In the wage decile prediction model, we include the following covariates: years of 

schooling, indicator variables for attainment of undergraduate and advanced degrees, quadratics 

in years of actual full-time and part-time experience, Census region indicators (omitting the 

Midwest), and race/ethnicity indicators (non-Hispanic white, non-Hispanic black, Hispanic, and 

omitting Non-Hispanic other races). We refer to this set of variables as our “human capital 

specification” and use it throughout the paper. From the estimated probit, Sample 4 entrants are 

assigned a probability of having a wage in each decile. As noted earlier, Sample 4 entrants are 

then included in the analysis sample ten times assigning a wage equal to the median of each 

decile. These ten observations are then reweighted using the predicted decile probabilities from 

                                                      
8 Olivetti and Petrongolo (2008) use a similar iteration procedure to assign wages above or below the median. 
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the probit so as to keep each entrant’s aggregate weight identical to his or her original sample 

weight.  As noted, we iterate this procedure until the decile cutoffs approximately converge. 

We note that this method of assigning Sample 4 entrants to wage deciles is based on 

observed characteristics. It is also possible that results could be sensitive to the exact 

specification of the ordered probit used to predict wages. In Section V, below, we test the 

robustness of our main results using a variety of alternative imputation specifications aimed at 

addressing these concerns. These checks include: varying the wage sample used to estimate the 

ordered probit (i.e. using Sample 3 entrants, who may be more similar to Sample 4 entrants on 

unobserved factors); varying the predictor variables used in the ordered probit; varying the exact 

within-decile wages used as imputation values; varying the number of wage quantiles used as 

outcomes in the ordered probit; and using Sample 3 entrants to estimate error rates for our wage 

assignment procedure, and then using those error rates to correct our imputations. We discuss 

these tests in more detail below, but our results are robust to each. 

 

c. Summary Statistics 

 Table 1 presents basic sample size and wage summary information by PSID wave and 

wage sample (Samples 1-4). First, note the degree to which each successive wage sample 

increases the fraction of individuals with observed wages in each wave-by-sex PSID sample. 

This fraction is denoted in the table as coverage. In Sample 1, the most traditional of our wage 

samples, only between 74.4 and 86.1 percent of men and 42.6 and 60.1 percent of women are 

covered, depending on the PSID wave. Men’s coverage was steady through 1999 and then fell 

sharply through 2011, likely reflecting the Great Recession and its aftermath. While coverage 

subsequently rebounded somewhat, it remained noticeably below its 1990s levels in 2015. 
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Women’s coverage rose sharply through 1999, fell moderately through 2011, and mostly 

recovered by 2015. These data indicate that while inclusion in the most committed wage sample 

(Sample 1) is a larger issue for women than men, it has always affected both men and women to 

some extent. Moreover, due to opposing male-female employment trends, the gender gap in 

coverage between men and women has decreased substantially, declining from 42.9 percentage 

points in 1981 to 19.8 percentage points in 2015.   

Adding part-time and workers with less than 26 weeks of employment for Sample 2 

increases coverage substantially — by at least 4 percentage points per wave for men and at least 

15 percentage points per wave for women. Adding individuals with wages in nearby waves to 

create Sample 3 provides another substantial increase in coverage — at least a 6 percentage point 

increase for men in each wave and at least a 13 percentage point increase for women in each 

wave. In Sample 3, male coverage exceeds 92 percent in each wave and female coverage 

exceeds 81 percent, dramatically reducing the scope for selection bias relative to traditional wage 

samples (e.g. Sample 1). 

In each wave of the PSID, adding the additional wage observations increases the 

observed raw gender log wage gap at the median, defined as the male median log wage minus 

the female median log wage. Further, adding these wages increases the observed convergence in 

the raw gap with each successive sample. That is, the raw median gap declines by 0.297 log 

points from 1981 to 2015 in Sample 1, but by 0.326 log points in Sample 2, 0.363 log points in 

Sample 3, and 0.380 log points in Sample 4.9 By comparing entrant median wages to incumbent 

median wages, we can see that there is positive selection into sample incumbency for both men 

                                                      
9Male and female mean and median log wages were very similar when we experimented with different methods of 
locating wages for Sample 3, including looking only two years backward or looking only two years forward, as 
opposed to our basic approach of finding the nearest wage regardless of whether it was in the past or the future.  
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and women, on average. For example, for Sample 2 entrant men, the median 2015 log wage was 

2.636, while the median incumbent (i.e., Sample 1) log wage was 3.143. In fact, in every wave 

and for both sexes, the median entrant log wage is less than the incumbent median, a pattern that 

will be useful in assessing the degree of selection bias using a bounding approach (see below). In 

some instances, the entrant-incumbent gap is larger for men than women, while in other cases, 

the gap is larger for women. However, the overall gender gap in wages increases each time we 

expand the sample, reflecting the higher incidence of entrants among women than men.   

 Table 2 provides basic summary statistics on key human capital measures: education and 

full-time work experience. Similar to earlier research (Blau and Kahn 2017), Table 2 shows over 

our sample period female education catching up to and overtaking male education and the male-

female experience gap sharply narrowing. The table indicates that this is the case in each of the 

four (increasingly inclusive) samples.   

By studying education and experience among entrants relative to incumbents in the 

successive samples, we can assess the human capital characteristics of those not included in most 

standard wage analyses (such as Sample 2, 3, and 4 entrants) compared to incumbents. For 

women, the successive wage sample entrant groups are always less educated (with respect to 

years of schooling) than incumbents on average and nearly always so for men.  A similar pattern 

characterizes full-time experience:  for women, entrants always have less full-time experience 

than incumbents, while for men, this outcome occurs in almost every case.  Also of note, 

women’s levels of schooling and full-time experience relative to men’s are lower the more 

inclusive the sample.  Thus, just as the gender pay gap is higher for each successive sample 

(Table 1), so is the human capital gap.  Our regression analyses will help us determine whether 
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these human capital differences fully account for the larger gender pay gaps in the more 

inclusive samples. 

 

IV. Primary Analysis of the Gender Wage Gap at the Median 

a. Methods  

Our primary analysis consists of estimating the median gender wage gap via 

unconditional median regression (Firpo, Fortin and Lemieux 2009 and 2018), and then 

implementing a Oaxaca-Blinder-style decomposition (Oaxaca 1973; Blinder 1973) to identify the 

sources of the differential.10 We begin our analysis in 1981 because this is the first year in which 

data are available on actual experience for both household heads and partners. Fortunately, this is 

a reasonable starting point because 1980 marks the beginning of convergence in the raw gender 

wage gap in observed wages as measured in published government statistics (Blau and Winkler 

2018).11  We focus on the median because it is more robust than the mean to our imputation 

procedure, as described above.  When we focus on the adjusted gender gap, the regression 

coefficients themselves may be sensitive to exactly how far above or below the median one is 

placed (i.e., the estimated decile probabilities), and we will examine the robustness of our 

procedures to different methods of imputation.12  As with the standard Oaxaca-Blinder 

                                                      
10 An alternative approach would be to estimate conditional quantile regressions and determine the ceteris paribus 
gender gap.  However, our imputations involve placing people in the unconditional distribution of wages.  We are 
more confident, for example, in saying that one is below the sample median than that one is below the median 
among people with his or her measured characteristics.  Other authors using unconditional quantile regression 
techniques to study the gender wage gap include Kassenboehmer and Sinning (2014), Töpfer (2017); and Meara, 
Pastore, and Webster (2020). 
11 See Figure 7-2, p.173. 
12 For example, Firpo, Fortin and Lemieux (2009) show that the unconditional quantile regression coefficient at, say, 
the median, is the ratio of the derivative of the probability of being above median and the density of wages at the 
median.  In implementing this technique, the denominator is approximated by a kernel density function, and this can 
clearly be affected by how far above or below the median an individual is placed.  In robustness checks, we replace 
deciles with octiles, quartiles and halves of the distribution, and find very similar results. 
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decomposition of the mean gender wage gap, we can report the component of the median wage 

gap explained by observed characteristics and the component of the gap that is unexplained (i.e., 

the gap adjusted for observed characteristics).  The latter is sometimes taken as an indicator of 

discrimination but, as is widely acknowledged, may also reflect the impact of unmeasured 

characteristics.  Beyond the issue of measuring discrimination, it is of interest to know the extent 

to which observed characteristics account for the gender pay gap at a point in time, as well as 

any changes in the gender wage gap over time.  For comparison purposes, we also present results 

using a similar approach applied to the mean gender wage gap; results are quite similar. 

 The Firpo, Fortin, and Lemieux (2009) unconditional quantile regression method is 

computed using a recentered influence function (RIF). At the median, this function is defined as: 

 𝑅𝑅𝑅𝑅𝑅𝑅(𝑌𝑌 | 𝑞𝑞0.5,𝑅𝑅𝑌𝑌) = 𝑞𝑞0.5  +  (0.5 −  𝕝𝕝{𝑌𝑌 ≤  𝑞𝑞0.5}) / 𝑓𝑓𝑌𝑌(𝑞𝑞0.5)  (1) 

where 𝑞𝑞0.5 is the median of random variable 𝑌𝑌, 𝕝𝕝{𝑌𝑌 ≤  𝑞𝑞0.5} is an indicator function that is equal 

to one if 𝑌𝑌 is below the median, and 𝑓𝑓𝑌𝑌(𝑞𝑞0.5) is the density of 𝑌𝑌 evaluated at the median.  Firpo, 

Fortin and Lemieux (2009) show that unconditional quantile regression can be implemented by 

regressing the RIF on explanatory variables using ordinary least squares. Coefficients can then 

be interpreted as the effect of a change in the distribution of covariates on the median, though 

Firpo, Fortin and Lemieux (2018) caution this interpretation is an approximation that holds well 

only for small changes. In equation form, this regression is: 

 𝑅𝑅𝑅𝑅𝑅𝑅(𝑌𝑌𝑖𝑖 | 𝑞𝑞0.5,𝑅𝑅𝑌𝑌) = 𝛼𝛼 +  𝛽𝛽𝑋𝑋𝑖𝑖  +  𝜀𝜀𝑖𝑖 (2) 

 We calculate the RIFs separately for each PSID wave-by-sex grouping. The 

decomposition is then estimated within each PSID wave using the same human capital 
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specification variables listed in the previous section, denoted here by 𝑋𝑋𝑖𝑖.13  In practice, 

estimating the determinants of the numerator of the fraction in equation (1) is equivalent to 

estimating a probability (of being above median) equation, which we estimate separately for men 

and women.  Combining these results with the denominator (estimated by kernel density 

methods) and with the male and female distributions of personal characteristics gives us the raw 

material for a Oaxaca-Blinder decomposition.   

 

b. Results 

Table 3A shows our estimates for the median wage gap and Oaxaca-Blinder-style 

decomposition using the RIF approach described above, successively for each wage sample. For 

comparison, we also present results for an ordinary least squares (OLS) version of the analysis 

along with the traditional mean Oaxaca-Blinder decomposition, and, in Table 3B, we repeat both 

analyses using potential experience instead of actual experience to show the importance of actual 

experience in the decomposition of the gap.14 We focus on results for the median analysis but 

results for the mean are very similar. Unless otherwise noted, the discussion below refers to 

models using actual experience. Standard errors are computed using 599 iterations of a bootstrap 

procedure that randomly draws PSID observations by wave and recomputes all RIF 

computations and decomposition results in each iteration. Generally, standard errors are quite 

small compared to gap estimates and long-term convergence estimates (i.e., from 1981 to 2015), 

so we largely refrain from discussing inference in this section. 

                                                      
13 Note that we do not include employment-related variables such as industry, occupation, or union status because 
these do not exist for those whose wages we impute and because they are endogenous with respect to human capital.  
We also do not include marital status or children because these are also likely endogenous.   
14 In the potential experience specification, wage imputations for Sample 4 use potential rather than actual 
experience. 
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As discussed, Sample 1 focuses on wages for full-time workers with substantial 

employment (at least 26 weeks) in the previous year.  This is the sample most similar to that used 

in the bulk of research on the gender wage gap. In this sample, we replicate the finding of a 

declining raw (unadjusted) gender wage gap at both the mean and the median. The gap has fallen 

by about 0.28 log points at the mean and by about 0.30 log points at the median between 1981 

and 2015, with the largest decrease occurring in the 1980s. Nonetheless, in 2015, there was still a 

substantial wage gap of 0.165 log points at the mean and 0.178 log points at the median. The 

explained gender gap (due to differences in measured characteristics) fell gradually over the 

1981 to 2015 period, by 0.15 log points at the mean and 0.13 log points at the median, and has 

been statistically insignificant since 2011. The unexplained gender gap (adjusted for gender 

differences in measured characteristics) fell sharply in the 1980s — 0.12 log points at the mean 

and 0.15 log points at the median. At the mean, the unexplained gap subsequently decreased very 

little; at the median, it also fell substantially in the 1990s, but has since risen back to about the 

1990 level. 

As noted in our discussion of Table 1, the raw gender wage gap increases as we add more 

wage observations through Sample 2 (adding wages for part-time and <26 weeks), Sample 3 

(adding wages from nearby PSID waves), and Sample 4 (adding imputed wages).  We saw in 

Table 2 that the gender gap in human capital also rose across samples.  The results in Table 3 

indicate that these human capital differences across samples are important in accounting for 

differences across samples in the gender wage gap.  We may see this by comparing the raw 

gender wage gap to the unexplained gap.  The results indicate that the differences across samples 

are considerably less for the unexplained gap than for the raw gap.  Indeed, by 2011 and 2015, 

the unexplained gap was very similar across the four samples.  Thus, differences across samples 
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in human capital are an important factor but, prior to 2011, do not fully account for the wage gap 

differences across samples. 

Turning to our findings for Sample 4, which fully takes selection into account, we see the 

median wage gap falling by 0.38 log points between 1981 and 2015, larger than the convergence 

of 0.30 log points for Sample 1, settling at 0.24 in 2015 (compared to 0.18 log points for Sample 

1). The unexplained gap also converged more in Sample 4 than in Sample 1 (0.20 log points 

compared to 0.17 log points), although the differences between Sample 4 and Sample 1 

unexplained gap convergence are not statistically significant and smaller than for the raw gap.  

Regardless, our finding of substantial convergence in the unexplained wage gap after correcting 

for selection stands in stark contrast to Mulligan and Rubinstein (2008).  Another finding is that, 

in Sample 4, the pace of convergence in the raw median is now virtually the same in the 1980s 

and the 1990s, although the unexplained gap fell more sharply in the 1980s.15  As with the 

Sample 1 analysis, the explained portion of the gap fell gradually between 1981 and 2015 and is 

now close to 0 although still statistically significant.  

Overall, our results suggest that selection does not account for the convergence of the 

measured gender wage gap among full-time workers with at least 26 weeks of employment over 

the 1981-2015 period and if anything understates it.  This conclusion holds for both the raw gap 

and the unexplained gap, as we find stronger convergence for both after adjusting for selection.  

Moreover, our results suggest that selection does not account for the gender wage gap in any 

given year, but rather that selection results in the magnitude of the gender wage gap being 

                                                      
15 Blau and Kahn (2006) also report faster convergence in both the raw and unexplained gender wage gaps in the 
1990s after correction for selection. They suggest this may reflect the large entry of relatively low-skilled female 
single-family heads during this period. 



 24 

understated, again for both the raw gap in all years and the unexplained gap in years prior to 

2015.   

This analysis of selection bias combines the effects of male selection and female 

selection, and it is instructive to separate out these two components.  We focus on the 

unexplained gap because of its relevance to the role of unobservables.  To do so, we first 

compute the unexplained gender gap in log median wages using men in Sample 1 (the selected 

sample of male full time workers with at least 26 weeks) and women in Sample 4 (the full 

population of women).  We then compare this gap with the unexplained gap using both men and 

women from Sample 1.  This comparison gives us the effect of female selection.  The effect of 

male selection is then just the difference between the total selection effect and the female 

selection effect.16   

The results of correcting for selection separately for women and men are shown in Figure 

1.  For comparison, the Figure also shows results when we do not correct for selection and when 

we correct for both male and female selection.  Figure 1 indicates that both men and women 

were positively selected into Sample 1 in every year, with the exception of a near zero effect for 

men in 1999 (-0.005).  This positive selection is indicated by the unexplained wage gap falling 

relative to the unadjusted gap when we only correct for male selection and rising when we only 

correct for female selection.  The total selection effect is the net impact of positive female 

selection reducing the unexplained gap and positive male selection increasing it.  Taking 1981 as 

an example, the uncorrected gap is 0.371 log points.  When we control for only female selection, 

it rises to 0.441 log points, implying that positive female selection into Sample 1 lowers the 

                                                      
16 This definition of the male selection effect is equal to the difference between the unexplained gap for the Sample 1 
men vs Sample 4 women comparison and the unexplained gap for the Sample 4 men vs Sample 4 women 
comparison.  We also used the alternative counterfactual gap (men from Sample 4 and women from Sample 1) to 
perform the decomposition, with similar results.  Findings for mean regression were also similar. 
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unexplained gap by 0.070 log points.  Men are also positively selected, with a selection effect of 

0.031 (i.e., 0.441-0.410), working to increase the unexplained gap.  The net effect of male and 

female selection, then, is to reduce the unexplained gap by 0.039 log points (i.e., 0.070-0.031).  

Performing a similar calculation for 2015 yields smaller selection effects for both men and 

women:  a reduction in the unexplained gender pay gap of 0.022 log points due to female 

selection and an increase of 0.022 log points due to male selection, resulting in a zero overall 

selection effect.  Women and men are both less positively selected in 2015 than in 1981, with a 

larger change for women. 

Combining these male and female selection estimates for 1981 and 2015, we can 

calculate the role of female and male selection in the convergence of the unexplained gender pay 

gap.  When we take account only of female selection, we find that the unexplained pay gap fell 

by 0.213 log points between 1981 and 2015.  Recall that in Sample 1 the unexplained gender pay 

gap fell by 0.165 log points, while the unexplained gap in Sample 4 fell by 0.204 log points.  

Thus, changes in female selection are more than sufficient to account for the faster convergence 

obtained when we correct for both male and female selection vs. correcting for neither.  The 

impact of the correction for male selection is actually to slightly reduce convergence.   

Figure 1 is also helpful in studying trends in selection within each subperiod.  Beginning 

with the 1980s, we see that both men and women became more positively selected, possibly due 

to rising returns to skills, with a slightly larger effect for women than men.  The latter may be 

due the loss of some high wage jobs for men during a period of deindustrialization and 

deunionization.  The net effect resulted in slightly slower convergence in the selection-corrected 

gap vs the uncorrected gap.  In contrast, in the 1990s, the degree of positive selection decreased 

for both men and women, possibly reflecting the booming economy and, for women, the impact 
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of welfare reform.  Again, the changes for women were slightly larger than those for men, 

resulting in somewhat faster convergence in the selection-corrected gap.  Between 1999 and 

2011, the degree of positive selection again increased for men and women, possibly reflecting 

the impact of the Great Recession, this time with a larger effect for men.  Thus, while the 

uncorrected gap rose during this period, when we correct for selection bias, the gap stayed 

roughly constant.  Correcting for selection bias thus virtually eliminates a somewhat implausible 

increase in the uncorrected gap during this period.  Finally, the recovery from the Great 

Recession (2011-2015) reduced the degree of positive selection among both men and women, 

with a slightly larger effect for women.  The result was a roughly constant unexplained gap over 

this time period when we correct for selection, in contrast to a slight increase when do not. 

We note that, like the bounding approach discussed below, our method of correcting for 

selection combines the possible effects of the relative size of Sample 4 vs Sample 1 and 

differences in wages between the two groups.  Convergence could represent the effects of 

changes in both factors.  However, our results were virtually identical when we applied constant 

frequency weights to our regression coefficients so as to fix the share of Sample 1 vs Sample 4 

observations in each year used in computing the unexplained gaps (see Appendix Figure 1).17 

Table 3B presents results for potential experience.  This is of interest because, as noted, 

data sources used in analyses of the gender wage gap often do not have data on actual 

experience.  Moreover, if actual experience is endogenous to wage offers then the potential 

experience specification may be considered a reduced form.  The results indicate that we 

continue to find greater convergence in the raw and unexplained gap after correcting for 

                                                      
17 Specifically, after estimating each year’s regressions, we reweighted each year’s data, so that the weighted 
frequency of Sample 1 observations in Sample 4 was set to the 1981 level.  For comparison, we also reweighted 
based on the 2015 frequency of Sample 1 observations.  Changes in the unexplained gaps for these reweighted 
samples thus only reflect wage differences and not the relative share of Sample 1 observations. 
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selection bias (i.e., in Sample 4 compared to Sample 1) using potential experience rather than 

actual experience.  However, a comparison of the results for potential and actual experience 

highlights the fact that actual experience is a crucial factor in accounting for levels and changes 

in the gender wage gap. Measured factors explain relatively little of the levels or changes in the 

gender gaps when potential experience is employed.   

Finally, in Appendix Table A2 we present our unconditional quantile results for a 

selection of additional quantiles: the 10th, 25th, 75th, and 90th. As a word of caution, the rationale 

for our Sample 4 wage imputation strategy is stronger for population gaps at the median than for 

additional quantiles for reasons discussed above. However, the results are still instructive.  

In Sample 1 we find that convergence in the raw gender wage gap is larger for the 10th 

and 25th percentiles than for the 75th and 90th, with the 50th percentile (our primary results from 

Table 3A) comprising an intermediate case.  Convergence in the unexplained gap tends to fall as 

we move up the male and female distributions, and the 90th percentile, in particular, exhibits little 

convergence in the unexplained gap.  Adjustment for selection bias (Sample 4) raises our 

estimates of the levels of the raw and unexplained wage gap in the earlier years in each 

percentile.  As was the case for the median in Table 3A, convergence is larger for the selectivity 

corrected sample for each percentile, with the exception of the unexplained gap in the 25th 

percentile.  As with the median, this again implies that selection cannot account for the 

convergence in either the raw or the unexplained gender wage gap, since convergence is if 

anything larger in the selection corrected sample.  The pattern of convergence is broadly similar 

to that obtained for Sample 1, with convergence in the raw and unexplained gaps tending to be 

larger at the 10th and 25th percentiles than at the 75th and 90th, with the 50th comprising an 

intermediate case.  Again, an exception is that the convergence in the unexplained gap at the 25th 
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is relatively small.  It is interesting to note that there is now more substantial evidence of 

convergence in the Sample 4 unexplained gap at the 90th than was the case for Sample 1.   

 

V. Robustness of Our Imputation Procedure 

A potential concern with our research design is that our imputed Sample 4 entrant wages 

may not accurately reflect actual wage offers.  We thus test the robustness of our results to 

several alternatives that probe sensitivity to functional form and explore the possibility of 

selection into Sample 4 entrant status based on unobservables. We find that our conclusions are 

highly robust. These results are shown in Appendix Tables A3-A6.   

First, we evaluate alternate forms of the wage assignment probit. In our baseline 

approach (Table A3 Panel A), we use variables from our primary human capital wage equation 

specification, but the results could in principle be sensitive to changing right-hand side variables.  

We test the sensitivity to this specification in Table A3 Panel B by augmenting the wage 

assignment probit with additional predictors of labor force participation: marital status and 

dummy variables for having exactly one child under 6 and two or more children under 6.  Results 

are nearly identical to our primary specification.  

Next, we test robustness to changes in the estimation and prediction samples. A concern 

with our main approach may be that the use of Sample 3 in its entirety could result in incorrect 

estimates due to a preponderance of individuals who are highly attached to the labor force and 

who may differ in unobserved characteristics from the Sample 4 entrants for whom we are 

imputing decile probabilities. Hence, as a further check on the selection issue, we use the Sample 

3 entrants (rather than the full Sample 3) to estimate the ordered probits.  This group has 

relatively weak labor market attachment, like the Sample 4 entrants, and may thus be a good 
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comparison group on both observed and unobserved dimensions.18 These results are shown in 

Table A3 Panel C. The obvious disadvantage of this approach is the small number of Sample 3 

entrants, possibly generating unreliable results.  Nonetheless, results are remarkably similar to 

our baseline model.  

In Table A3 Panel D, we test how results change when we limit Sample 4 entrants to 

observations that we can confidently place above or below the median. These are observations 

whose combined probability of being above or below the median is greater than or equal to 80 

percent. While increasing confidence in our imputation, this approach reduces the coverage of 

Sample 4.19  Here, as with our other checks, results are nearly identical to our primary 

specification.  

Next, we test robustness to adjusting the wage assigned conditional on being in a 

particular decile, with results shown in Table A3 Panel E. In our baseline specification, we 

assign to each of the ten duplicate observations the median wage within each decile along with 

the assigned probability weight.  As a robustness check, we instead assign each duplicated 

observation a random wage drawn from a uniform distribution with end points corresponding to 

the minimum and maximum of each wage decile.  These results are nearly identical to our 

primary approach.  Next, in Table A4, we check robustness to alternatives to our wage decile 

assignment approach by using octiles, quartiles, or halves of the wage distribution.  Comparing 

the new results (Panels B through D) to our baseline (Panel A) shows only minor differences, 

with our overall conclusions unchanged.  

                                                      
18Juhn (1992) similarly used a group of workers with weak labor market attachment to simulate wages of those 
without jobs in her analysis of male labor supply. 
19 About 29% to 57% of original Sample 4 entrants (depending on wave-by-sex group) are included under this 
approach. 
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Our wage assignment approach uses observed variables of Sample 4 entrants to impute 

decile probabilities based on Sample 3 incumbents.  However, it is possible that Sample 4 

entrants differ from Sample 3 incumbents in unmeasured characteristics.  If so, then our 

predicted decile probabilities for Sample 4 entrants may have systematic errors.  To examine this 

issue, we explore possible errors in our wage assignment approach by calculating how it 

performs for individuals for whom we do observe wages. Specifically, we calculate an error rate 

by estimating our wage assignment probit model on the lower-coverage samples (e.g., Sample 1) 

and then use the model to predict wages for other observations with observed wages (e.g., 

Sample 2 entrants). As we observe both the actual wages and the predicted wage, we can 

calculate an error rate.   

Since our focus is on the gender pay gap at the median, our measure of the error rate is 

the difference between the actual fraction of observations with an above-median wage to the 

fraction predicted by the model.20  While the actual errors in assigning deciles to Sample 4 

entrants are unknown, the resulting estimated errors from Samples 2 and 3 will be instructive 

about the performance of the probit model, especially when applied to other low labor-force 

attachment individuals such as Sample 3 entrants. The error rates are shown in Table A5.  In 

almost all cases, the predicted share of entrants above median is greater than the actual share.  

These patterns suggest that there is positive selection on unobservables into each sample. 

Individuals who are more attached to the labor force in most wave-sex cells have better 

unobserved characteristics than those who are less attached.  

                                                      
20 These predicted probabilities are based on the probabilities of being in each of the ten deciles based on the ordered 
probit we described earlier.  Specifically, the predicted probability of being above median is the sum of the 
probabilities of being in the sixth, seventh, eighth, ninth, and tenth deciles. 
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To explore the consequences of this exercise, we correct our Sample 4 results under the 

assumption that the error rates obtained from using Sample 2 to estimate Sample 3 entrants are 

identical to the unobserved error rates in our construction of Sample 4.21  Intuitively, we use 

those observed error rates to adjust our probability weights so that the average error becomes 

zero. To do this, we generate a reweighting factor, which is the actual fraction of individuals 

belonging to a wage decile divided by the predicted fraction. That is, if the average Sample 3 

predicted probability of being in decile 𝑘𝑘 from the Sample 2 ordered probit is 𝑝𝑝𝑘𝑘, (𝑘𝑘 = 1, … ,10), 

and the actual Sample 3 incidence of being in decile 𝑘𝑘 is 𝑎𝑎𝑘𝑘, we create a Sample 4 entrant 

adjustment factor of 𝑎𝑎𝑘𝑘/𝑝𝑝𝑘𝑘.  If, for instance, the Sample 2 workers are positively selected on 

unobservables relative to the Sample 3 entrants, then 𝑎𝑎1/𝑝𝑝1 (corresponding to the first decile) for 

Sample 3 will likely be greater than one, while 𝑎𝑎10/𝑝𝑝10 (corresponding to the tenth decile) will 

likely be less than one.22  We then multiply the probability weights in our baseline model by the 

reweighting factor and rescale the new weights for Sample 4 entrants to sum to their original 

PSID weight. This adjustment addresses possible selection on unobservables into Sample 4 

entrant status by assuming that the extent of this selection relative to Sample 3 is the same as that 

of Sample 3 entrants relative to Sample 2. 

The results for this correction are shown in Table A6, with our baseline results in Panel A 

and the corrected results in Panel B. Overall, correcting for possible errors in assigning Sample 4 

entrants to deciles in this way has little effect on either the raw gender pay gap, the explained 

                                                      
21 We use the error rates from Panel B in Table A5. In that panel Sample 2 is used to predict the wages of Sample 3 
entrants.  
22 More formally, the adjustment procedure is as follows: 1) For each Sample 4 entrant 𝑖𝑖, compute the predicted 
decile probabilities 𝑝𝑝1𝑖𝑖 , … , 𝑝𝑝10𝑖𝑖  from the Sample 3 ordered probit; 2) Across all Sample 3 entrants, compute the 
average predicted probabilities and actual incidence for each decile, 𝑝𝑝𝑘𝑘 and 𝑎𝑎𝑘𝑘; 3) Scale the Sample 4 entrant 
probabilities by the adjustment ratio, giving a new weight of 𝑝𝑝𝑘𝑘𝑖𝑖  × (𝑎𝑎𝑘𝑘/𝑝𝑝𝑘𝑘); 4) Adjust the new weights such that 
they sum to one for each Sample 4 entrant. 



 32 

gap, or the unexplained gap, and does not affect our overall conclusions about convergence.  In 

fact, the convergence in the gender wage gap is actually slightly higher after these potential 

errors are taken into account.23   

 Finally, although we believe there are considerable gains to fully utilizing all available 

wage data, we also considered the robustness to more restricted samples.  Specifically, we 

applied our imputation technique to all those not included in Sample 1 and then to all those not 

included in Sample 2 (i.e. to those without strong labor market commitment or without current 

year wages).  Our results (available on request) were very similar to our baseline estimates.  

Thus, our conclusion about convergence is not an artifact of our procedure that utilizes data from 

less committed workers and retrieves wages from nearby waves of the PSID. 

VI. Alternative Treatments of Selection 

To complement the unconditional quantile regression analysis from above, we next show 

how the wage information gleaned from the successive wage samples can be combined with 

other selection correction methods to produce alternative estimates of the gender wage gap and 

its trends.  

 

a. Structural Selection Bias Correction Models 

The first alternative approach we consider is to explicitly account for the correlation 

between unmeasured factors affecting employment and those affecting wages.  We use two 

alternative methods to implement such an approach. First, we estimate a traditional Heckman 

(1979)-style selection bias correction model. This involves estimating a wage sample inclusion 

                                                      
23 When we used Sample 2 entrants to compute the error rates (instead of the full Sample 2), the results were very 
similar.  We use the full Sample 2 to estimate the prediction errors because the sample size is much larger than that 
of the Sample 2 entrants. 
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probability model and then a wage model that includes a selection adjustment term derived from 

the first stage model.  Identification of the first equation is aided by the use of instrumental 

variables, and following the literature, we use variables related to the presence of children under 

6 in the family — specifically, a dummy variable for having exactly one child under 6 and a 

dummy variable for having two or more children under 6.24  We note that in addition to 

functional form, the validity of this application rests on this exclusion restriction.  Both equations 

include a vector of controls from our human capital specification. We estimate this model 

separately for each wave and gender using the Full Information Maximum Likelihood 

estimator.25  

 Second, we estimate a selectivity bias correction model where the wage equation is a 

median regression model, using methods developed by Arellano and Bonhomme (2017).26  

Specifically, this method estimates a selection-corrected conditional quantile regression model, 

which we use to simulate the male and female wage distributions to back out unconditional 

median gaps. Use of median regression provides a better comparison to our preferred estimates 

of the gender pay gap using the probability weighting method.  In addition, median regression 

may have more favorable properties than OLS since it is more robust to alternative distributional 

assumptions about wages (Koenker and Bassett 1978). 

                                                      
24 We experimented with various forms of the children variable, including using only one dummy variable for 
having any children under 6.  In addition, we implemented models with a continuous variable for the number of 
children under 6 as the instrument.  The results, available on request, were similar to those in Tables 4 and 5. 
25 In two instances in Sample 3, we do not obtain convergence in this estimator and instead estimate the gap and 
decomposition using a traditional two-step approach. In our bootstrap procedure, again based on 599 resamples, we 
prioritize the FIML estimator, but defer to the two-step approach when that fails to converge, and finally do not 
correct wages at all in cases when the probit in the first stage of the two-step does not converge. In practice, failure 
of the first-stage probit to converge is only an issue when wage sample coverage approaches 1, and hence the 
selection correction is not very relevant. Specifically, this only affected men (largely in earlier waves) and occurred 
in just 36 instances out of the 8985 male selection correction models that were estimated during the bootstrap 
procedure. 
26 As mentioned earlier, Maasoumi and Wang (2019) also use these methods in their study of the gender pay gap. 
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Tables 4 and 5 show results for the selection bias corrected gender wage gaps at the mean 

and median, respectively.27  Bootstrapped standard errors are in parentheses.28 While there are 

some similarities in the results for both methods, the findings differ along important dimensions 

as well, illustrating the sensitivity of selectivity bias corrections to functional form.  The first 

column of each table provides the non-selection adjusted raw gender wage gap for reference. As 

previously discussed, there are large declines over the period in all three samples for both the 

mean and the median.29  The pattern of large declines in the raw gender wage gap generally 

holds when selection is accounted for (column 2 of each table). At the median, the gap decreases 

at roughly the same rate as the uncorrected raw gap and by comparable amounts across the three 

samples — 0.346 to 0.374 log points.  At the mean, although the sample gap does decline in each 

sample, it does so by less than the uncorrected raw wage gap in Samples 1 and 2.30 We observe 

more convergence in Sample 3, where the decrease is roughly the same as for the uncorrected 

raw wage gap.   

The difference between the selection adjusted and the unadjusted raw gap is the selection 

bias (column 3 of each table). The results appear to be sensitive to functional form and to vary 

across samples. For Samples 1 and 2, we find that estimated selectivity bias increases over time 

                                                      
27 We also estimated our selection corrected models using potential experience. The results for both the mean and 
the median, available on request, are broadly similar to those in the paper, which use actual experience.   
28 As with our primary results, we draw bootstrap samples by PSID wave and recompute all estimated gaps and 
decompositions in each iteration. We use 599 iterations in the mean selection model, but only 299 iterations in the 
median selection model due to computational burden. The 299 iterations in the median selection model matches 
Maasoumi and Wang (2019). Further, in the quantile selection model, again for computational ease, we follow 
Maasoumi and Wang (2019) in fixing the wave-by-sex copula parameter rho to the value computed in the main 
sample. While we do not fix any of the selection parameters in the mean selection correction bootstrap, we find that 
standard errors are similar when we do so. 
29 Note that the uncorrected gaps in Table 5 differ slightly from those in Table 3. They are not identical because the 
raw median gaps in Table 5 are calculated by simulating unconditional wage distributions via the conditional 
quantile regression model (Chernozhukov, Fernández-Val, and Melly 2013) and thus does not exactly equal the true 
median gap. This is done to facilitate comparison to the quantile selection model, which uses this same method of 
backing out the unconditional distribution. It is encouraging that the estimates are very close.  
30 Standard errors are somewhat large in Sample 1 and the convergence is not significant at traditional levels. 
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at the mean but that it decreases over time at the median. However, the only case that is 

significant at traditional levels is the change at the median in Sample 2.  As we move to the more 

inclusive Sample 3, selection bias becomes smaller both at the mean and at the median and 

estimated selectivity bias has small effects on the levels and trends in the gender wage gap in 

both cases.  

Turning to column 5 of each table, we see that, as was the case for selectivity bias, the 

unexplained gap shows markedly different changes over time at the mean vs. the median. At the 

median (Table 5), we find substantial and highly significant convergence in the unexplained gap 

of roughly similar magnitude for all three samples. In contrast, at the mean, there is virtually no 

convergence in the unexplained gap for Samples 1 and 2, though standard errors are very large.  

These results are very similar to the lack of convergence in Mulligan and Rubinstein’s (2008) 

results. However, there is robust evidence of convergence for Sample 3 at roughly the same 

magnitude as for the median.  

The differences in the selectivity bias corrected results at the mean and those at the 

median illustrate the sensitivity of these structural methods to functional form, with stronger 

evidence of convergence at the median. Since analysis of the median is more robust to outliers 

than the mean, and since our results for Sample 3 indicate convergence at the mean as well, it 

seems reasonable to conclude that the preponderance of the evidence using structural selection 

bias correction methods shows convergence in the unexplained pay gap.  The magnitudes of the 

declines at the median and in Sample 3 at the mean are strikingly similar to those we obtained for 

the unexplained gaps in Table 3 for the corresponding samples using our probability weighting 

method.   
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b. Bounding 

 Blundell, et al. (2007) establish theoretical “worst case” bounds on the wage distribution 

in the presence of selection and show how the bounds can be shrunk by layering on assumptions. 

An implication of the Blundell, et al. (2007) bounding formulae is that bounds become tighter 

the larger the proportion of observations for which wages are available, allowing us to get more 

informative bounds through our additional wage samples (S2 and S3). This insight was also 

exploited by Olivetti and Petrongolo (2008), though we extend their exercise by examining 

trends in the median wage gap in the US, and by using results in Blundell, et al. (2007) to further 

tighten the bounds.  

 To derive worst case bounds on the gender wage gap, first consider bounds on each 

gender-specific wage distribution.  Without complete sample coverage for wage data, the true 

gender-specific wage distribution is unknown. However, the true distribution can be decomposed 

as follows: 

 𝑅𝑅(𝑤𝑤 | 𝑔𝑔) = 𝑅𝑅(𝑤𝑤 | 𝑔𝑔,𝐸𝐸 = 1)𝑃𝑃(𝑔𝑔) + 𝑅𝑅(𝑤𝑤 | 𝑔𝑔,𝐸𝐸 = 0)[1 − 𝑃𝑃(𝑔𝑔)] (3) 

where 𝑅𝑅( 𝑤𝑤 | 𝑔𝑔) is the wage CDF given gender 𝑔𝑔 ∈ 𝑚𝑚,𝑓𝑓, 𝑃𝑃(𝑔𝑔) is the probability of observing a 

wage for gender g, and 𝐸𝐸 ∈ 0,1 represents no observed wage and observed wage, respectively.31 

Each element of the above decomposition can be observed with the exception of 𝑅𝑅(𝑤𝑤 | 𝑔𝑔,𝐸𝐸 =

0). However, since a CDF must, by definition, fall between 0 and 1, the population wage 

distribution can be bounded above by 

 𝑅𝑅(𝑤𝑤 | 𝑔𝑔,𝐸𝐸 = 1)𝑃𝑃(𝑔𝑔) + [1 − 𝑃𝑃(𝑔𝑔)]  (4) 

and bounded below by 

                                                      
31 To fix ideas, E can be thought to represent “employed,” though we extend this model to bound wage distributions 
when wages are obtained from our Sample 3 construction, which does not exclusively consist of the currently 
employed. 
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 𝑅𝑅(𝑤𝑤 | 𝑔𝑔,𝐸𝐸 = 1)𝑃𝑃(𝑔𝑔)   (5) 

Blundell et al. (2007) note that bounds on quantile q of the gender-specific wage distribution can 

be obtained by finding the wages that solve 

 𝑞𝑞 =  𝑅𝑅(𝑤𝑤 | 𝑔𝑔,𝐸𝐸 = 1)𝑃𝑃(𝑔𝑔) + [1 − 𝑃𝑃(𝑔𝑔)] (6) 

and 

 𝑞𝑞 =  𝑅𝑅(𝑤𝑤 | 𝑔𝑔,𝐸𝐸 = 1)𝑃𝑃(𝑔𝑔)  (7) 

where equation (6) corresponds to the lower bound on the quantile and equation (7) corresponds 

to the upper bound on the quantile. Note that the lower bound is only identified if  𝑞𝑞 ≥ 1 − 𝑃𝑃(𝑔𝑔) 

and the upper bound is only identified if 𝑞𝑞 ≤ 𝑃𝑃(𝑔𝑔) unless we are willing to impose an 

assumption on the bounds of the wage distribution. In everything that follows, we focus on q = 

0.5, or the median. We obtain an upper bound on the median gender wage gap by subtracting the 

lower bound of the female median wage from the upper bound of the male median wage. 

Similarly, we obtain a lower bound on the median gender wage gap by subtracting the upper 

bound of the female median wage from the lower bound of the male median wage. These are 

“worst case” bounds because we impose no assumptions on the nature of selection. However, 

because the width of the bounds is decreasing in 𝑃𝑃(𝑔𝑔), we can shrink the bounds by simply 

adding additional wage information through our wage samples. 

 Table 6 presents bounds on the gender wage gap for the whole population. The table 

includes estimates for convergence bounds for the 1981-2015 period calculated as follows. 

Recall that convergence is indicated by a reduction in the gender wage gap over the period and 

thus by a negative sign on the difference between the 1981 and 2015 gender gaps, with a more 

negative number indicating more convergence. Bearing this in mind, the algebraically lower 

bound for convergence (the most convergence) is the 2015 upper bound gender gap minus the 
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1981 lower bound gender gap.  The algebraically upper bound for convergence (the least 

convergence) is the lower bound gender gap for 2015 minus the upper bound gender gap for 

1981. We compute 95 percent confidence regions for the bounds of the gender wage gaps and 

their convergence using a bootstrap procedure with 599 replications.32   

Table 6 begins by showing the results for the worst case bounds.  For Sample 1, the 

bounds are wholly uninformative: they are consistent with very large gender wage gaps in either 

direction and consistent with both increases and decreases in the gap over time.33 However, by 

Sample 3, the worst case bounds become informative. The point estimates suggest at least some 

degree of a gender wage gap in favor of men in every PSID wave. The point estimates further 

imply a decrease in the gap between 1981 and 2015, since the lower bound in 1981 is greater 

than the upper bound in 2015.  While the 95 percent confidence region on convergence slightly 

overlaps zero (no overlap would rule out no convergence at the 5 percent significance level), the 

preponderance of the 1981 interval lies well above the maximum of the 2015 interval: in 78 

percent of our bootstrap iterations, the lower bound of the gender gap in 1981 is greater than the 

upper bound in 2015.   

 Next, we present results using two of the assumptions suggested by Blundell, et al. 

(2007) for shrinking the bounds on wage distributions: first-order stochastic dominance (FOSD) 

                                                      
32 For a given year and sample, we create 599 replications. We then compute a 95 percent confidence region for the 
gender pay gap in that year by computing the 5th percentile of the lower bound estimates among the 599 replications 
and the 95th percentile of the upper bound estimates. To create a confidence region for convergence, we compute the 
lower bound and the upper bound for convergence for each replication.  The 95 percent confidence region for 
convergence is then the interval between the 5th percentile for the lower bound of convergence and 95th percentile of 
the upper bound for convergence. We use the 5th and 95th percentiles (instead of, for example, the 2.5 and 97.5 
percentiles) in light of Imbens and Manski’s (2004) reasoning that when a parameter can only be identified in a 
region with positive width, the “true parameter can be close to at most one of the region’s boundaries…Then, 
asymptotically the probability that the estimate for the lower bound exceeds the true value can be ignored when 
making inferences on the true parameter” (p. 1845).  
33 For 1981 we are unable to provide assumption free bounds on the median wage in Sample 1 because fewer than 
half of the women have observed wages. We report bounds in this wave using the assumption that unobserved 
female wages are bounded by the highest and lowest observed female wage in 1981. 
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and exclusion restrictions. Under the assumption of first-order stochastic dominance of the 

observed wage distribution relative to the unobserved wage distribution, the median wage of the 

unobserved distribution can be no higher than the median wage of the observed distribution. This 

assumption has no effect on the lower bound for each gender-specific median wage but reduces 

the upper bound on the unobserved median wage to be exactly that of the observed median wage. 

Table 1 shows that this assumption is plausible: in every case, the median wage of sample 

entrants is no greater than the median of the incumbents and in most cases is substantially 

lower.34 Note that this does not assume that every entrant’s wage is below the incumbent 

median, but merely that the median wage of entrants is no greater than the median wage of 

incumbents.  Table 6 shows that a FOSD assumption substantially shrinks the bounds on the 

wage gap, especially the lower bound. Now, in Sample 2, there is some evidence of convergence, 

since the upper bound of the 2015 pay gap at 0.466 log points is only slightly above the lower 

bound of the 1981 pay gap at 0.464 log points. We note, however, that the 95 percent confidence 

region on convergence crosses zero.   

When we turn to the more inclusive Sample 3, we find that both the point estimates and 

confidence region strongly suggest convergence.  Specifically, the upper bound in 2015 is 0.336 

log points, and the lower bound in 1981 is 0.583 log points.  Moreover, the 95 percent 

confidence region on convergence is far from crossing zero, and in 100 percent of the bootstrap 

iterations the lower bound in 1981 is greater than the upper bound in 2015. 

 Blundell, et. al (2007) show that another method for shrinking the bounds beyond the 

worst case scenario can be devised if one is willing to assume that there is a variable, z, that 

                                                      
34 Maasoumi and Wang (2019) implement a test of FOSD and reject it in many years of CPS data, but their test 
relies on a valid instrumental variable. They use children under 5 as an instrument, but if this variable is itself 
endogenous, then the rejection of FOSD may not be valid. 
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affects the probability of employment without affecting the wage — i.e., an exclusion restriction.  

Under this assumption, the bounds on the population wage distribution become 

 max
𝑧𝑧

{𝑅𝑅(𝑤𝑤 | 𝑔𝑔, 𝑧𝑧,𝐸𝐸 = 1)𝑃𝑃(𝑔𝑔, 𝑧𝑧)}  ≤  𝑅𝑅( 𝑤𝑤 | 𝑔𝑔)    

≤  min
𝑧𝑧

{𝑅𝑅(𝑤𝑤 | 𝑔𝑔, 𝑧𝑧,𝐸𝐸 = 1)𝑃𝑃(𝑔𝑔, 𝑧𝑧) + [1 − 𝑃𝑃(𝑔𝑔, 𝑧𝑧)]} 

(8) 

To implement the exclusion restriction, we use a three-valued instrument indicating the number 

of children under 6, with values for zero, one, or two or more.35 We apply this to both men and 

women. Table 6 shows the bounding results for imposing this exclusion restriction, as well as 

results for imposing it in combination with FOSD. The exclusion restriction shrinks the bounds 

by similar proportions to the FOSD assumption. Using either the exclusion restriction alone or 

the exclusion restriction with FOSD, we continue to find strong evidence of convergence in 

Sample 3, and strong evidence of convergence in Sample 2 when we use both FOSD and the 

exclusion restriction.  However, when combining the exclusion restriction with FOSD, some of 

the bounds are invalid: in some cases, the lower bound exceeds the upper bound. This implies 

that one or both of the assumptions fail in the years in question. Given our confidence in the 

FOSD assumption discussed above, we suspect this result implies a violation of the exclusion 

restriction.  Nonetheless, the bounding exercise shows considerable evidence of convergence 

when using Sample 3, with some evidence for Sample 2 as well. 

 One downside of this exercise is that we cannot obtain bounds on a measure directly 

comparable to the unexplained wage gap.  However, we can provide some indirect evidence on 

this matter by showing bounds for segments of the population with similar covariates. 

Specifically, we categorize individuals into four mutually exclusive groups divided by education 

and experience: first by whether they have more than eight years of full-time experience, and 

                                                      
35  We create one instrument with the three values, rather than two dummy variables, for tractability. 
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then by whether they have any college education.  We present these results in Table 7 and do 

find considerable evidence of convergence within groups.36 We only present results for bounds 

under the assumption of first order stochastic dominance but show full bounding results for each 

category in Appendix Tables A7A and A7B.37 

 As with the bounding results from the entire sample, the bounds become much more 

informative as we move through wage samples, and we concentrate on the results for Sample 3. 

In all four groups, the Sample 3 point estimate for the lower bound on the gap in 1981 is greater 

than the Sample 3 upper bound on the gap in 2015, meaning the point estimates imply 

convergence. Only in the low experience-low education group are these two bounds close in 

magnitude. For the other three groups (low education-high experience; high education-low 

experience, and high education-high experience), the upper bound in 2015 is 0.10 to 0.12 log 

points less than the lower bound for 1981.  The 95 percent confidence regions on convergence 

suggest that we can rule out no convergence on both high experience groups, with almost all of 

the confidence region indicating convergence within the remaining two groups.  Moreover, for 

these latter two groups, the lower bound for the gender pay gap in 1981 is greater than the upper 

bound in 2015 in 92 percent of the bootstrapped iterations for the high education-low experience 

group and 64 percent of the iterations for the low education-low experience group.  Overall, then, 

our bounding exercise shows strong evidence of convergence in the gender pay gap within skill 

groups.    

 

                                                      
36 We use 299 bootstrap iterations and the same procedure outlined earlier to compute confidence regions in Table 7. 
37 Using the exclusion restriction or the exclusion restriction combined with FOSD also leads us to conclude 
convergence within skill groups.  However, in several instances, the bounds were invalid (i.e., the lower bound was 
in some cases larger than the upper bound within a given sample).  This suggests that the exclusion restriction may 
be invalid, an assessment that also calls into question the structural selection bias correction methodology discussed 
above. 
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c. Identification at Infinity 

 The selection bias problem in wage equations arises when the unmeasured factors 

affecting employment also affect wages.  Drawing on work by Chamberlain (1986) and 

Heckman (1990), Mulligan and Rubinstein (2008) point out that if we can isolate a subsample of 

workers who have characteristics such that virtually all of them will be employed, then there will 

be no unmeasured factors affecting employment.  If the expected and actual probability of 

employment are exactly one, there can be no correlation between omitted factors and the error 

term in a wage equation.  This is the identification at infinity method of correcting for selection 

bias.  A drawback of the method is that the sample of workers who have an employment 

probability near one may not be representative of the broader population.  For example, among 

Mulligan and Rubinstein’s (2008) 1970-99 female sample of workers who had at least an 80 

percent probability of employment, fully 76 percent were never married, 98 percent had graduate 

degrees, and the raw gender pay gap was only 0.045 log points (Mulligan and Rubinstein 2008, 

p. 1104).  Note that these women were being compared to a more heterogeneous group of men 

with, for example, much lower education levels than the women.  The authors find little 

convergence in the gender wage gap among this group and thus conclude that the gender wage 

gap overall has not fallen.  We should point out, however, that this is an elite group of women in 

the labor force, and earlier research has found suggestive evidence that the gender pay gap has 

fallen much more slowly at the top of the distribution than elsewhere (e.g., Blau and Kahn 2017).  

Of course, unlike Mulligan and Rubinstein (2008), such analyses compare high earning women 

to high earning men. 

With these caveats in mind, we implement the technique by first estimating a probit 

separately for each wave and gender where the dependent variable is employment full-time and 
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26+ weeks and the independent variables are from our baseline human capital specification.  We 

estimate separate employment probit regressions for each wave because the determinants of 

employment may have changed over time.  For comparison, we also present results using fixed 

1981 employment probits.  Ideally, we would only include groups whose employment 

probability is close to 100 percent, as this would lead to the least bias.  Practically, this results in 

small and unworkable sample sizes. Following Mulligan and Rubinstein (2008), we set the 

threshold for being included in the identification at infinity sample at 80 percent.38  

The estimates using the identification-at-infinity method are shown in Table 8. In Panel 

A, we present results where the sample is obtained using a probit model estimated separately for 

each wave. The raw mean gender wage gap was 0.305 log points in 1981, while the median gap 

was 0.296 log points.  However, by 2015, women in the infinity sample actually outearned men 

by 0.062 log points at the mean and 0.055 log points at the median.  The fact that women earned 

more than men in 2015 in this sample is related to the construction of the identification at infinity 

samples.  By 2015, virtually all (98.4 percent) of women with high predicted employment 

probabilities had a BA or advanced degree, in comparison to 60.9 percent of men; women also 

had more years of full-time work experience than men did.  While these descriptive statistics for 

the infinity sample suggest that this group is not representative of the labor force, we nonetheless 

note that there is strong, statistically significant convergence in the raw gender wage gap.39  The 

unexplained gap also decreases, from 0.375 log points in 1981 to 0.231 in 2015 at the mean (a 

statistically significant reduction), and from 0.357 to 0.254 at the median (although this reduction 

is not significant).  Thus, even among a group with very high predicted employment rates, there 

                                                      
38 We also restrict the wage sample to those who satisfy Sample 1 inclusion restrictions. 
39 Not surprisingly, the explained gap favors women in each year, since women in the infinity sample have more 
education and full-time experience than men do; women’s advantage in the explained gap grows over time as their 
relative education levels rise.   
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is a substantial unexplained gender pay gap, and it appears to have fallen over time, as our basic 

approach also showed in Table 3.    

In Panel B, we test the robustness of our infinity results to obtaining the infinity sample 

using an employment probability probit estimated only on the 1981 wave.  The results are 

qualitatively similar to those in Panel A, except that by 2015, there is still a raw gender pay gap 

favoring men, although it is small and not significant: 0.080 log points at the mean and 0.089 at 

the median.40  The unexplained gap is very similar to that in Panel A in each year.  Most 

importantly, using a constant 1981 probit to populate our infinity samples, we continue to see 

convergence in raw and unexplained gender pay gaps over time.41 

Thus, all specifications of identification at infinity show convergence in the raw and 

unexplained gender gaps at both the mean and the median. In terms of magnitude, the resulting 

estimates of convergence are somewhat lower than in our preferred probability weighting 

method (Table 3). This may suggest slower overall convergence using this method. However, it 

could, and more likely does, reflect the slower progress of the sample of elite women who, as 

noted, other evidence suggests had slower progress than women overall during this period. 

 Our finding of convergence in the unexplained gender pay gap among the infinity sample 

contrasts with that of Mulligan and Rubinstein (2008).  They used the CPS and of course did not 

have data on actual experience.  Ideally, we would explore the role of specification by 

implementing our specification on the CPS and Mulligan and Rubinstein’s (2008) specification 

on the PSID. Unfortunately, this is not possible. We obviously cannot calculate actual experience 

in the CPS since that information is not collected in that data set. Moreover, as the PSID is a 

                                                      
40 As in Panel A, the explained gap favors women in each year and grows more favorable to women over time.   
41 Out of concern that the sex-specific regression may not perform well given the small number of women in the 
identification at infinity sample, in Appendix Table A8 we instead estimate a single wage regression including a 
female dummy variable. Our decomposition results are highly robust to this procedure. 
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smaller dataset, we cannot obtain reasonable sample sizes of women in the identification at 

infinity sample using potential rather than actual experience (and other covariates).42 By 

including actual experience as an explanatory variable, we are better able to predict strong labor 

force attachment (at least an 80 percent probability of employment) and generate sufficient 

samples of women who meet this cutoff in the PSID. While it is unfortunate that we cannot 

replicate Mulligan and Rubinstein’s (2008) specification in the PSID, we would again point out 

that, whether or not the identification at infinity method reveals convergence, this group is not 

likely to be representative of the labor force.  While conclusions about the infinity sample may 

be internally valid, they are likely to differ from those for the whole labor force.   

 

VIII.  Conclusions 

 In this paper, we have studied the impact of selectivity bias on the gender pay gap, with 

special attention to the question of whether the gender pay gap has fallen since 1981, as raw data 

and ordinary least squares regression analyses without selection bias correction have indicated.  

Selection bias arises when unmeasured factors affecting employment also affect wages given 

employment.  If this is the case, then the measured gender pay gap among the employed may not 

be representative of the gender gap in wage offers for the population.  Moreover, if selection bias 

changes over time in particular ways, the apparent reduction in the gender pay gap since 1981 

may be an illusion caused by selectivity bias.   

 Using data from the PSID, we employ a variety of techniques to address the selection 

issue.  The PSID has two important advantages for our purposes that standard data sources such 

as the CPS or ACS do not.  First, it is longitudinal, allowing us to retrieve wage offers for those 

                                                      
42 This is hardly surprising in that even with the large CPS samples at their disposal, Mulligan and Rubinstein obtain 
only about 300 female observations per five-year CPS cross section.  
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who are not currently employed.43  Second, it has information on actual labor market experience.  

These two features of the PSID greatly reduce the scope for selectivity bias to influence wage 

analyses because with the additional wage data, fewer individuals have unobserved wages, and 

actual experience is an important omitted variable in other data sets likely affecting both wages 

and employment.  For those still without observed wages, in our preferred probability weighing 

approach, we probabilistically assign them to wage deciles and then compute and analyze the 

resulting gender gaps.  This method does not require restrictive identification assumptions.  We 

find that the gender gap in the population is somewhat larger than that among full-time workers 

with substantial labor force commitment.  However, we find strong convergence since 1981 in 

both the raw gender pay gap (0.378 log points) and the unexplained gender pay gap (0.204 log 

points). Indeed, our results suggest, if anything, that correction for sample selection bias 

increases our estimates of convergence on both measures.  We subject our findings to a variety 

of robustness checks and find our conclusions unchanged. 

 We then use our data to explore the implications of alternative methods of correcting for 

selectivity bias.  These include structural models of employment and wages, bounding exercises, 

and the identification at infinity method.  The results for these methods almost always also show 

convergence in the gender pay gap since 1981.  While each method has advantages and 

disadvantages, the overall similarity of the findings across methods gives us considerable 

confidence that women today receive higher relative wage offers than in 1981.  

Nonetheless, women continue to earn substantially less than men.  In 2015, based on our 

main selection corrected estimates, the raw (unadjusted) gender wage gap was 0.242 log points at 

the median and the unexplained gender wage gap (adjusted for gender differences in covariates 

                                                      
43 While a short panel can be constructed from the CPS, it can only cover two years. 
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including education and experience) was 0.206 log points. In considering policies to further 

narrow the gender wage gap, it is important to know whether there has been convergence in 

gender gaps. Our results strongly suggest that there has. 
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Appendix 
 
A1. Data Construction 
 
 Our main PSID sample consists of individuals aged 25 to 54, who are the household head 

or the spouse of the household head. We drop those who are in the military, the self-employed, 

and those with non-credible wages. Non-credible wages are either less than or equal to $2 an 

hour or more than $250 an hour. We also drop the Immigrant and Latino subsamples of the 

PSID. Using this main sample, we then construct the Samples 1 to 4 referenced in the text. The 

computation of certain PSID variables, particularly actual experience and educational attainment, 

is non-trivial. For these, we follow Blau and Kahn (2017), who detail this process in an appendix 

section. 
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Figure 1:  Unexplained Median Pay Gaps Correcting and Not Correcting for Selection

Unexplained Gap, Uncorrected for Selection
Unexplained Gap, Only Women Corrected for Selection
Unexplained Gap, Only Men Corrected for Selection
Unexplained Gap, Both Men and Women Corrected for Selection
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Notes for Figure 1 
 
Entries are based on the unconditional median regression models of Table 3A.  The Unexplained Gap, Uncorrected for Selection is the 
unexplained gap comparing men in Sample 1 and women in Sample 1.  The Unexplained Gap, Only Women Corrected for Selection 
is the unexplained gap comparing men in Sample 1 with women in Sample 4.  The Unexplained Gap, Only Men Corrected for 
Selection is the unexplained gap comparing men in Sample 4 with women in Sample 1.  The Unexplained Gap, Both Men and Women 
Corrected for Selection is the unexplained gap comparing men in Sample 4 and women in Sample 4. 
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Notes for Figure A1 
 
Entries are based on the unconditional median regression models of Table 3A.  After estimating each year’s regressions, we 
reweighted each year’s data, so that the weighted frequency of Sample 1 observations in Sample 4 was set to the 1981 level.  Using 
these reweighted samples, the entries in Figure A1 are defined the same way as the entries in Figure 1.  The Unexplained Gap, 
Uncorrected for Selection is the unexplained gap comparing men in Sample 1 and women in Sample 1 (this is identical to Figure 1 
since it uses only Sample 1 individuals).  The Unexplained Gap, Only Women Corrected for Selection is the unexplained gap 
comparing men in Sample 1 with women in the reweighted Sample 4.  The Unexplained Gap, Only Men Corrected for Selection is the 
unexplained gap comparing men in the reweighted Sample 4 with women in Sample 1.  The Unexplained Gap, Both Men and Women 
Corrected for Selection is the unexplained gap comparing men and women both in the reweighted Sample 4. 
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Table A6: Alternative Sample 4 Imputations III

Gap Explained Unexplained Gap Explained Unexplained
Panel A: 10 Quantiles (Baseline)
1981 0.584 0.228 0.356 0.619 0.209 0.410
1990 0.433 0.187 0.246 0.462 0.188 0.274
1999 0.328 0.123 0.205 0.312 0.115 0.197
2011 0.256 0.053 0.203 0.251 0.043 0.208
2015 0.217 0.040 0.177 0.242 0.036 0.206
Panel B: Error Adjusted Estimates
1981 0.605 0.230 0.376 0.651 0.210 0.441
1990 0.444 0.188 0.255 0.477 0.192 0.285
1999 0.337 0.127 0.210 0.320 0.116 0.203
2011 0.264 0.054 0.209 0.263 0.045 0.218
2015 0.219 0.041 0.178 0.243 0.038 0.205

OLS (Mean) Unconditional (Median)

Notes: This table provides results for sensitivity tests of our primary Sample 4 decomposition of the gender wage gap. Panel A 
reproduces our baseline specification. In Panel B, we adjust the Sample 4 entrant probability weights based on the error rates reported 
in Table A5, Panel B, which corresponds to computing errors by predicting Sample 3 entrant wages using Sample 2. See the text for 
more details. See Table 3 notes for additional sample descriptions.
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