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Abstract 
 
This article analyzes how the General Data Protection Regulation (GDPR) has affected the 
privacy practices of FinTech firms. We study the content of 308 privacy statements respectively 
before and after the GDPR became binding. Using textual analysis methods, we find that the 
readability of the privacy statements has decreased. The texts of privacy statements have become 
longer and use more standardized language, resulting in worse user comprehension. This calls 
into question whether the GDPR has achieved its original goal—the protection of natural persons 
regarding the processing of personal data. We also analyze the content of privacy statements and 
link it to company- and industry-specific determinants. Before the GDPR became binding, more 
external investors and a higher legal capital were related to a higher quantity of data processed 
and more transparency, but not thereafter. Finally, we document mimicking behavior among 
industry peers with regard to the data processed and transparency. 
JEL-Codes: K200, L810. 
Keywords: data privacy, FinTech, General Data Protection Regulation, privacy statement, textual 
analysis, financial technology. 
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1. Introduction

Data have become a critical resource for many business models as a re-
sult of digitalization and globalization. Individuals disclose personal infor-
mation intentionally and unintentionally over the Internet and when using
their smartphones (Lindgreen, 2018; World Bank, 2021). Because of the in-
ternational location of servers and cloud-computing services, the processing
of data often takes place under different jurisdictions and does not stop at
national borders. On May 25, 2018, the General Data Protection Regulation
(GDPR) became binding in the European Economic Area (EEA)2 to address
the increasing challenges of data security and privacy. The GDPR extends
its territorial reach even outside the EEA if European data are involved. The
financial sector and, in particular, the recently emerging Financial Technol-
ogy (FinTech) industry process large amounts of sensitive data. Payment
data, for example, can entail information about racial or ethnic origin, po-
litical opinions, religious beliefs, trade-union membership, health or sex life.
The different FinTech business models, which frequently rely on artificial
intelligence, big data, and cloud computing, thus represent an important
and relevant industry to examine the impact of the GDPR on data privacy
practices.

Companies are not required by law to have a privacy statement; how-
ever, they often comply with the requirement to inform their users (art. 13-
15 GDPR), by publishing such statements, about the personal data they
process. Therefore, privacy statements serve as research objects for many
studies that analyze privacy. For example, Ramadorai et al. (2021) study a
signalling model of firms engaging in data extraction. They analyze a sample
of 4,078 privacy statements of U.S. firms and find significant differences in
accessibility, length, readability and quality between and within the same
industries. Large companies with a medium level of technical sophistication
appear to use more legally secure privacy statements and are more likely to
share user data with third parties. Other studies analyze the effect of pri-
vacy regulation by comparing privacy-statement versions before and after the
GDPR became binding. Becher and Benoliel (2021), for instance, focus on
the “clear and plain language” requirement in the GDPR (art. 12 GDPR).
By analyzing the readability of 216 privacy statements of the most popu-

2Thus, it applies in the European Union (EU) and the three countries of the European
Free Trade Association.

2



lar websites in the United Kingdom and Ireland after the GDPR became
binding, they conclude that privacy statements are hardly readable. For a
small sub-sample of 24 privacy statements before and after the GDPR be-
came binding, they document a small improvement in readability. In another
study, Degeling et al. (2019) periodically examine, from December 2017 to
October 2018, the 500 most popular websites of all EU member states, gath-
ering a final sample of 6,579 privacy statements, and find that the number
of sites with privacy statements increased after the GDPR became binding.
When focusing on cookie consent libraries, they conclude that most cookies
do not fulfill the legal requirements. Linden et al. (2020) study 6,278 privacy
statements inside and outside the EU. They underline that the GDPR was
a main driver of textual adjustments and that many privacy statements are
not yet fully compliant regarding disclosure and transparency. This article
extends the previous research by focusing on the FinTech industry, which
is characterized by the presence of many startup companies and tends to
process highly sensitive data. To address the peculiarities of the companies
within this industry and the data they process, we link the analysis of privacy
statements to company- and industry-specific factors.

A central goal of the GDPR is that communication to data subjects about
the processing of data occur in a concise, transparent, intelligible and eas-
ily accessible form, using clear and plain language (art. 12 GDPR). In this
paper, we analyze 308 privacy statements published by German FinTech
firms before and after the GDPR became binding. We analyze readabil-
ity, standardization, whether company- and industry-specific factors affect
the quantity of data processed, and the transparency of privacy statements.
We perform textual analysis on the privacy statements and provide evidence
that their readability has worsened since the GDPR became binding. Specif-
ically, the texts have become longer and more time-consuming to read. In
a next step, we find an increase in the use of standardized text. Further,
we study the quantity of data processed as stated in the privacy statements
and the related level of transparency. We study whether company-specific
factors such as the number of external investors and the existence of bank
cooperation predict privacy practices respectively before and after the GDPR
became binding. Finally, peer pressure and industry standards might induce
mimicking behaviour. We find that ex-ante industry-wide privacy practices
positively influence companies’ privacy practices after the GDPR became
binding. Our results remain robust when excluding more mature FinTechs,
when extending the analysis to privacy statements published in English lan-
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guage and when using alternative model specifications.
The rest of this article is organized as follows. Section 2 describes the

relevant provisions of the GDPR, the recent literature, and develops the
hypotheses that will be tested. Section 3 outlines the data and method.
Section 4 presents our results. Section 5 provides robustness checks, and
Section 6 concludes.

2. Theoretical background

2.1. The GDPR

The European Parliament passed the GDPR on April 14, 2016. After
a transition period, the regulation became binding on May 25, 2018. The
regulation is intended to harmonise privacy legislation in the EU. According
to its territorial scope (art. 3 GDPR), data of EU citizens are subject to the
regulation, independent of whether the data are processed inside or outside
the EU. After the GDPR became binding, many jurisdictions outside the EU
adopted privacy regulations with a scope and provisions similar to those in
the GDPR.3 The GDPR distinguishes between four main actors in the field
of privacy: the data subject, who is a natural person and whose personal
data are processed; the data controller, as the entity offering products or
services for which the data are needed; the data processor, supporting the
data controller to process the data; and third parties that might process data
not directly related to the product or service provision (e.g., companies eval-
uating a user’s credit-worthiness) (Linden et al., 2020). To give the GDPR
bite, fines of up to 4% of a company’s yearly global revenue or 20 million
euros can be imposed in cases of non-compliance (art. 83 GDPR).

2.2. Literature and Hypotheses

The theoretical foundation of this study is built on the economics of
privacy literature investigating economic trade-offs that reveal people’s con-
siderations in terms of privacy.4 The economics of privacy literature is em-

3Specific examples of privacy regulations similar to the GDPR are the California Con-
sumer Privacy Act of 2018, the Personal Data Protection Act 2019 in Thailand, the
Brazilian General Data Protection Law of 2020, the Swiss Federal Act on Data Protection
of 2020, and the Chinese Personal Information Protection Law of 2021.

4For a literature review on the economics of privacy, see Acquisti et al. (2016).
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bedded in the broader context of information economics (Posner, 1981) and
is substantially affected by the advances in digital information technology.

The GDPR as a new privacy regulation affects nearly every area of life
where natural persons claim a service or product with or in exchange for
personal data. Therefore, the encompassing consequences and the economic
impact of the GDPR are quantified in several studies and highlight a decrease
in web traffic, page views and revenue generated as a result of the consent
requirement on the part of the data subject (art. 7 GDPR) or limitations in
marketing channels (Aridor et al., 2020; Goldberg et al., 2021).

Privacy statements are the essential source of information about how
companies put privacy into practice and process personal data. These state-
ments are the standard way to promote transparency to users (Martin et al.,
2017) and to balance the equity of power between data subjects and data
processors (Acquisti et al., 2015). Therefore, privacy statements are often
used in the literature to analyze privacy-related aspects of companies as out-
lined in the Introduction. Computer and information science scholars have
developed tools that help researchers analyze privacy statements on a large
scale (Contissa et al., 2018; Harkous et al., 2018; Tesfay et al., 2018). Contissa
et al. (2018), for example, apply their tool to the privacy statements of large-
platform and BigTech companies as an exploratory inquiry and conclude that
none fully comply with the GDPR, as the formulations are partially unclear,
potentially illegal or insufficiently informative.

Privacy and security aspects of FinTech companies have been studied in
a variety of contexts. Stewart and Jürjens (2018) survey the German popu-
lation regarding FinTech adoption and identify data security, consumer trust
and user-design interface as the most important determinants. Gai et al.
(2017) provide a theoretical construct for future FinTech industry develop-
ment to ensure sound security mechanisms based on observed security and
privacy concerns and their solutions. Other studies emphasize the speci-
ficity and importance of the data processed by FinTechs. Ingram Bogusz
(2018) describes and distinguishes the data that FinTechs process between
content data, directly related to the identification of a person, and metadata,
usually left unintentionally by users but useful for the data processor. Berg
et al. (2020) demonstrate the large opportunities to use data collected during
250,000 purchases on a German e-commerce website. Among other things,
such data has significant explanatory power to determine creditworthiness.
Dorfleitner and Hornuf (2019) provide a descriptive analysis of privacy state-
ments of German FinTechs before and after the GDPR became binding to
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derive policy recommendations. However, apart from Dorfleitner and Hornuf
(2019), the preliminary research does not analyze the privacy statements of
FinTech companies specifically regarding privacy regulation and the GDPR.
We further link the analysis of the FinTechs privacy statements to company-
and industry-specific factors in order to account for the diversity and speci-
ficity of business models within the industry.

Privacy practices can have many aspects. In line with the provisions
of the GDPR, we investigate the theoretical concepts of readability, stan-
dardization, quantity of data processed, and transparency in the subsequent
analysis.

Readability. The GDPR requires that information and communication be
transmitted to users in clear and plain language (art. 7, 12 GDPR, rec. 42,
58 GDPR). This objective corresponds to the linguistic concept of readabil-
ity, i.e. the reader’s ease with and ability to understand a text. Apart from
the legislative requirements of the GDPR, companies also have an economic
incentive to provide readable privacy statements, which in turn can increase
user trust in their business conduct (Ermakova et al., 2014) and thereby cre-
ate a competitive advantage (Zhang et al., 2020). While these arguments
seem to suggest that companies should have increased the readability of
their privacy statements after the GDPR became binding, there are also se-
vere counterarguments. Many users do not read mandatory disclosures such
as privacy statements (Omri and Schneider, 2014), even for products and
services they use daily (Strahilevitz and Kugler, 2016). Firms provided their
users, often within a very short time frame, updated privacy statements after
the GDPR became binding (Becher and Benoliel, 2021). It appears unlikely
that such a large number of new privacy statements has triggered additional
engagement with these texts by data subjects. Indeed, several studies state
that privacy statements are difficult and time-consuming to read and often
require an understanding of complex legal or technical vocabulary (Fabian
et al., 2017; Lewis et al., 2008; Sunyaev et al., 2015). Second, and in line with
this observation, Earp et al. (2005) and Fernback and Papacharissi (2007)
find that privacy statements often aim to protect companies from contingent
lawsuits rather than address the privacy needs of data subjects. Thus, while
firms know that their customers tend to ignore privacy statements, especially
if they are technical to read, they may have emphasized their own interests
with respect to avoiding lawsuits when updating these statements with re-
spect to the GDPR. Indeed, as long as there is no need for companies to fear
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that the requirement of clear and plain language will become the subject of
legal proceedings, they have few incentives to improve the readability of their
privacy statements.

This theoretical argumentation is supported by empirical evidence. Two
years after the GDPR became binding, the penalties imposed on companies
remain relatively low, and none traces back to the clear and plain language
requirement (Wolff and Atallah, 2021). Becher and Benoliel (2021) ana-
lyze the readability of 216 privacy statements of the most popular websites
in the United Kingdom and Ireland and find that many of the pre-GDPR
statements are barely readable and that this has only slightly improved for
the analyzed small sample of 24 privacy statements since the GDPR became
binding. Linden et al. (2020) study 6,278 privacy statements before and after
the GDPR became binding using different text metrics like syllables, word
count or passive voice and state that the policies became significantly longer
but that there was no change in sentence structure.

Summarizing this reasoning, we expect that companies may not have
significantly improved the readability of their privacy statements after the
GDPR became binding in May 2018.

Hypothesis 1: The readability of privacy statements has not
improved since the GDPR became binding.

Standardization. The standardization of legal text is often deemed uninfor-
mative for the reader and is therefore referred to as boilerplate in academic
literature. Boilerplate language is characterized by very similar uses of lan-
guage and wording across legal documents from different issuers (Peacock
et al., 2019) and little company-specific information (Brown and Tucker,
2011). For a user, boilerplate text requires much effort to read, and details
might appear to be irrelevant (Bakos et al., 2014).

Boilerplate language in legal text brings cost advantages for companies.
First, the costs of adopting the specific legal requirements such as the GDPR
are lower for all market participants. Second, reduced legal uncertainty due
to the use of established and proven text passages, which have yet to cause
legal violations, promises fewer future penalties (Kahan and Klausner, 1997).
For many companies, the GDPR provided an incentive to intensively address
and spend resources on data privacy compliance (Martin et al., 2019). Dur-
ing the period of transition to the GDPR, organizations looked for external
information and support regarding the implementation of its legal require-
ments. Companies often rely on compliance assessment tools to audit their
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business processes for legal compliance (Agarwal et al., 2018; Biasiotti et al.,
2008). In the related literature of requirements engineering, boilerplate lan-
guage is often proposed to reduce text ambiguities (Arora et al., 2014). For
example, Agarwal et al. (2018) provide a tool specifically designed for as-
sessing GDPR compliance, including one process step that allows the user to
incorporate boilerplate language. Other sources of information are websites
or online policy generators, which deliver guidance on implementing and in-
terpreting the GDPR or even templates for generating privacy statements.5

The mentioned advantages of applying boilerplate language as well as the
examples of assistance to GDPR compliance underpin that we can expect an
increase in boilerplate language in the privacy statements since the GDPR
became binding.

Hypothesis 2: The standardization of privacy statements has
increased since the GDPR became binding.

Quantity of data processed and transparency. For a comprehensive analysis of
the FinTechs’ privacy practices beyond readability and standardization, we
investigate the content of the privacy statements. While the mere quantity
of data processed is important in a first step, we also consider the level of
transparency.

At the core of the GDPR are principles related to the processing of per-
sonal data (art. 5 GDPR), in particular the articles related to lawful, fair
and transparent data processing as well as data minimization (art. 5 (1a, c),
rec. 39 GDPR). An increase in transparency ensures that consumers provide
better-informed consent with respect to the data processed (art. 4, 11 GDPR)
(Betzing et al., 2020). An imprecise statement about which and how much
personal data are processed violates the provisions of the GDPR, which in
turn can result in high penalties. Thus, with regard to the expected costs,
an accurate disclosure about which data are processed outweighs the general
principle of data minimization. However, the major change of the GDPR
introduced compared with the previous privacy legislation in Germany is the
potential for high penalties (Martin et al., 2019). This fact represents an in-
centive for companies to rework their privacy statements, to be precise about

5A template for privacy statements funded within the Horizon 2020 Framework Pro-
gram of the European Union is provided at https://gdpr.eu/privacy-notice/, last
access: 31 August 2021.
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the quantity of data processed and to enhance transparency after the GDPR
became binding.

Regarding the behavior of data subjects, we apply the theoretical con-
siderations of the privacy calculus model. Data disclosure is the result of a
consumer’s individual cost-benefit analysis, referred to as a privacy calculus,
according to which costs and benefits of disclosing personal data are weighed
against each other (Dinev and Hart, 2006). The potential risks of data dis-
closure are difficult to assess and will only appear in the future, which is why
benefits often outweigh costs in the short run (Acquisti, 2004). Data sub-
jects must consent to the privacy statements that are written by companies
if they are to receive immediate gratification (O’Donoghue and Rabin, 2000)
or, more concretely, to obtain a desired service or product (Aridor et al.,
2020). The notion behind many business models is that customers actively
forsake parts of their data privacy in exchange for goods and services (Mul-
der and Tudorica, 2019). Therefore, the data subject’s control over the data
processed and transparency is limited, and companies have the upper hand.

Empirical studies evidence that it is beneficial and important for compa-
nies to ensure and enhance transparency. Li et al. (2019) show that trans-
parency may enhance trust and reputation in a business’s activities. Martin
et al. (2017) find that a higher level of transparency in the case of a data
breach results in a lower negative stock-price reaction.

To summarize the argumentation, we expect an increase not only in the
quantity of data processed but also in transparency as companies fulfill the
legal requirements of the GDPR and avoid potentially high penalties while
benefiting economically.

Hypothesis 3a: The quantity of data processed has increased
since the GDPR became binding.

Hypothesis 3b: The level of transparency has increased since
the GDPR became binding.

Determinants of the quantity of data processed and transparency. Young
companies, such as most FinTechs, prioritize the core business instead of
privacy compliance when launching a seminal business. Moreover, founders
are rarely experts in privacy or law. Nevertheless, when starting business
operations, FinTechs inevitably process personal data and need to act in or-
der to protect privacy sufficiently (Miller and Tucker, 2009) and to comply
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with current privacy regulation. Therefore, the question arises whether some
FinTechs meet the legal requirements better than others. External investors
contribute knowledge and experience to build a proper and future-oriented
company. The advanced knowledge of external investors is based on expe-
rience in legal compliance and privacy with corresponding business contacts
and cooperations (Hsu, 2006). The more external investors are involved in an
investment, the more likely it is to succeed as a business because of the access
to external knowledge (De Clercq and Dimov, 2008). We hypothesize that
having a greater number of investors with different education, experience and
background knowledge help achieve privacy compliance.

Hypothesis 4a: External investors increase the quantity of data
processed and transparency.

Another important group of stakeholders for FinTechs are the banks they
may collaborate with. Within such cooperation, FinTechs receive access to
financial resources, infrastructure, customers, security reputation (Drasch
et al., 2018), a banking license and legal support to comply with regulation
(Hornuf et al., 2020). Moreover, banks have a strong incentive to collaborate
with FinTechs in order to boost their digital transformation, which might
result in more data being shared. Banks also have long-term experience
managing personal data and handling data in compliant way. Banks can
transfer this knowledge to FinTechs, especially if they cooperate. We there-
fore expect that cooperation with a bank has a positive effect on compliance
with privacy regulation.

Hypothesis 4b: Cooperations with banks increase the quantity
of data processed and transparency.

Mimicking behavior. Prior studies evidence that companies tend to mimic
the behavior of other companies in the same industry, including for stock
repurchase decisions (Cudd et al., 2006), target amounts in crowdfunding
(Cumming et al., 2020) or tax avoidance (Kubick et al., 2015). An industry-
centric perspective with regard to privacy appears to be reasonable; as Martin
et al. (2017) show, when a specific entity experiences a privacy breach, the
firm performance of companies in the same segment is also affected. In our
study, FinTechs operating in the same sub-segment and thus having corre-
sponding business models should also have similar data processing practices
(Hartmann et al., 2016). Consequently, there is an incentive to adopt an im-
mediate peer’s privacy statement. Mimicking an industry peer’s behavior in

10



the field of privacy is fairly easy, as the privacy statements can be accessed on
the corresponding website with just a few clicks. Firms in the same segment
can expect to incur similar fines and penalties in cases of non-compliance
(Hajduk, 2021). Expert interviews in the context of the GDPR reveal that
start-up executives have concerns that their industry peers could report their
possible violations to the data protection authorities (Martin et al., 2019).
Mimicking industry peers and adopting similar privacy practices prevents
companies from experiencing such adversity.

We therefore expect that the industry-specific design of privacy practices
stated in privacy statements has a positive influence on a single company’s
quantity of processed data and transparency.

Hypothesis 5: Mimicking behavior has a positive influence on
the company-specific quantity of data processed and transparency.

3. Data and Method

3.1. Data

Our sample consists of companies operating in financial technology in
Germany.6 Data collection before the GDPR became binding, on 25 May
2018, took place between 15 October 2017 and 20 December 2017. Data
collection after the GDPR became binding occurred between 15 August 2018
and 31 October 2018. The sample is further split into 276 companies with
privacy statements in German, analyzed in Section 4, and 32 companies
with privacy statements in English, examined in Section 5, as the textual
processing of different languages requires a separate treatment because of
semantic and morphological differences.

3.2. Variables

To test Hypothesis 1, we use the readability measures SMOG German,
Wiener Sachtext and, alternatively, No. words. For a test of Hypothesis 2
to examine standardization, we calculate the similarity and distance met-
rics Cosine similarity, Jaccard similarity, Euclidean distance and Manhattan

6Study data are kindly provided by Dorfleitner and Hornuf (2019). We reduced the
original data set to 308 companies because of the non-availability of privacy statements,
inconsistencies in company data and inactivity or insolvency during both data collection
periods.

11



distance. We describe these text-based measures and their respective calcu-
lations in more detail in Section 3.3.

3.2.1. Variables of interest

To test Hypotheses 3a and 3b, 4a and 4b and 5, we construct a data in-
dex to account for the quantity of data processed and the transparency index
for actions undertaken to ensure transparency. The underlying assumption
of the index construction is that we assume that when a company does not
concretely state the processing of specific data or certain data-processing
practices, such processing does not occur. After the GDPR became bind-
ing, this assumption seems justified given the high potential penalties for
misrepresentation.

The data index is a measure of the quantity of data processed by a com-
pany. The data processed ranges from general personal data (e.g. name,
address) to metadata (e.g. IP address, social plugins) to special categories of
personal data (e.g. health, religion). Table 1 provides the full list of data cat-
egories from which the data index is composed. For the variable transparency
index, we aggregate variables representing different dimensions of transpar-
ent data-protection actions undertaken by the companies. Apart from vague
formulations in art. 12 and rec. 58, 60, the GDPR does not explicitly de-
fine and specify transparency or how to ensure transparency. Therefore, we
combine the potential transparency vulnerabilities of Mohan et al. (2019)
and Müller et al. (2019) to define our considered dimensions of transparency.
The transparency index represents the normalized sum over eight dummy
variables such as data (whether a company states in detail which personal
data they process), purpose (1 if a company states for what reason or pur-
pose personal data are processed) and storage (1 if it states how long data
are stored or when they are deleted). Table 1 lists in detail the composition
of the transparency index.

- Insert Table 1 here -

As proposed by Wooldridge (2002, p. 661), we divide the indices data index
and transparency index by the maximum achievable number of variables of
which the respective index is composed to scale them between 0 and 1. We
interpret a higher index value to mean respectively a higher quantity of data
processed and more transparency.
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3.2.2. Explanatory variables

To construct our explanatory and control variables, we collect detailed
firm-specific variables, which we describe below with the data sources used.
Accuracy of the data was validated using cross-checks with press releases,
FinTech websites and other news and information online.

To test Hypothesis 4a, that a higher number of external investors posi-
tively influences the quantity of data processed and transparency, we include
the variable No. investors, measured as the absolute number of external
investment firms and individual investors who funded the company. This
variable is already considered in other FinTech-related studies such as Cum-
ming and Schwienbacher (2018) and Hornuf et al. (2018b). We derive the
variable from the BvD Dafne and Crunchbase database, which was also used
in other academic papers, such as Bernstein et al. (2017) and Cumming et al.
(2019).

To test Hypothesis 4b, we include the dummy variable bankcooperation,
which equals 1 if the respective company has a cooperation with a bank and
0 otherwise. For data collection, we first searched all bank websites to find
indications of bank–FinTech cooperation. In a second step, we checked for
cooperation from the FinTech side.

To analyze mimicking behavior as outlined in Hypothesis 5, we follow the
approach of Cudd et al. (2006), who use the industry average of a measure in
the year preceding the focal period for mimicking behavior. We obtain the
variables mimic data index and mimic transparency index by calculating the
average of the indices data index and transparency index within the same
FinTech sub-segment before the GDPR became binding according to the
taxonomy of Dorfleitner et al. (2017).

3.2.3. Control variables

To consider unobserved heterogeneity, we use the following control vari-
ables. First, we control for firm location with the variable city, which can be a
relevant geographic determinant. This variable indicates whether a company
is located in a city with more than one million inhabitants. In metropolitan
areas, more customers and sources for funding (Hornuf et al., 2020) as well
as start-up incubators are within geographical reach and thus available to
support a company’s development. Besides, more FinTechs are located in
one place in metropolitan areas, which often leads to the establishment of
entrepreneurial clusters (Porter, 1998). Competition within a cluster neces-
sitates the creation of a competitive advantage (Tsai et al., 2011), which is
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a quality signal of compliance with applicable privacy regulation. Gazel and
Schwienbacher (2020) provide empirical evidence that location in a cluster
reduces the risk of firm failure for FinTechs. We collected the data from the
German company register.

Second, we consider the variable legal capital. This variable reflects the
founder’s dedication and readiness to make a notable investment in the own
venture at an early stage of development (Hornuf et al., 2021) and which can
be interpreted as a quality signal of motivation and future success of business
operations. In Germany, for the most common legal form of a limited liability
company (the so-called GmbH ), one needs to raise legal capital of at least
12,500 EUR at the time of incorporation. The dummy variable equals 1 if
the minimum capital requirement of the underlying legal form amounts to
more than 1 EUR and 0 otherwise. We derived this information from the
German company register and imprints of the FinTech websites.

Third, we include number of employees as a proxy for FinTech compa-
nies’ human capital and size (Hornuf et al., 2018a). Employees is a rank
variable ranging from 1 to 5 and representing number of employees: 1-10,
11-50, 51-100, 101-1000 and above 1000. A larger number of employees usu-
ally means a more diversified team in terms of members’ abilities and skills,
resulting in venture success (Duchesneau and Gartner, 1990), which might
also translate to compliance and legal aspects. For privacy-related aspects,
Ramadorai et al. (2021) outline that larger firms tend to extract more data.
Therefore, we proxy for firm size and human capital strength using the num-
ber of employees. We derived the data from BvD Dafne and complemented
them with data from the Crunchbase database as well as LinkedIn entries.

Fourth, we control for the age of the FinTech company during the partic-
ular data-collection period since its year of incorporation with the variable
firm age. This variable serves as a proxy for a FinTech’s stage of business
(Hornuf et al., 2021). We assume that established companies pay more at-
tention to privacy aspects because they have more experience and available
resources. Bakos et al. (2014) find for contracts in boilerplate language that
consumers have more confidence in larger and older companies because they
seem more credible and fair. We derive the year of incorporation from the
German company register and respectively calculate it as the difference of
the data collection period before and after the GDPR became binding.

We further include industry dummies to account for the diversity of
business models. Our industry classification follows the FinTech taxonomy
of Dorfleitner et al. (2017) with the segments and sub-segments financing
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(donation-based crowdfunding, reward-based crowdfunding, crowdinvesting,
crowdlending, credit and factoring), asset management (social trading, robo-
advice, personal financial management, investment and banking), payments
(alternative payment methods, blockchain and cryptocurrencies, other pay-
ment FinTechs) and other FinTechs (insurance, search engines and com-
parison websites, technology IT and infrastructure, other FinTechs). The
categorization is based on FinTechs’ business models in accordance with the
functions and business processes of traditional banks. The business model
provides first indications about the data processing of a specific FinTech
because in a digitized industry, data are often at the core of the business
model.

The variables employees, legal capital, bankcooperation and city are time-
invariant. We collected the remaining variables in this paper before and after
the GDPR became binding.

3.3. Methods

3.3.1. Textual analysis: preprocessing

We prepare the texts of the privacy statements using standard methods
of text mining including cleaning for white spaces, numbers, punctuation
and other symbols. For the standardization analysis, we further remove
capitalization and apply stemming to reduce words to their root in order to
consider different grammatical forms of the same word-family. Because stop
words such as articles, conjunctions and frequently used prepositions lack
additional meaning, we delete stop words. Subsequently, we break the texts
down into tokens that represent individual words and count their frequency
within each text separately for both data-collection periods.

3.3.2. Readability

The GDPR lacks a common meaning of “clear and plain language” (art.
12 (1) GDPR) with which to evaluate the comprehensibility of privacy state-
ments. Readability is defined as the ease of understanding a text and is usu-
ally measured using formulas based on sentence length, syllables and word
complexity. The most commonly used readability measures in academic lit-
erature are the Flesch reading ease score (Flesch, 1948) and the Gunning Fog
Index (Gunning, 1952), both corresponding to the number of formal years
of education required to comprehend a text. We investigate companies op-
erating in Germany and because the privacy statements are often written in
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German, we address the variety of morphological and semantic richness by
using metrics for or adapted to German.

First, we apply the Neue Wiener Sachtext formula by Bamberger and
Vanecek (1984) using the formula

nWS = 0.1935·nwsy≥3

nw

+0.1672·ASL+0.1297·nwchar≥6

nw

−0.0327·nwsy=1

nw

−0.875

where nwsy≥3 is the number of words with three syllables or more, ASL is the
average sentence length (number of words / number of sentences), nwchar≥6

is the number of words with 6 characters or more and nwsy=1 is the number
of words of one syllable.

Second, we calculate the simplified SMOG metric of McLaughlin (1969)
adapted to the peculiarities of the German language as

SMOG German =

√
Nwmin3sy ·

30

nst

− 2

whereNwmin3sy is the number of words with a minimum of three syllables and
nst is the number of sentences.7 While these formulas for determining read-
ability are frequently used in the literature (Loughran and McDonald, 2016;
Ramadorai et al., 2021), they are nevertheless often criticized (Loughran and
McDonald, 2014). Regarding privacy statements, Singh et al. (2011) state
that the measures take into account sentence complexity and word choice
but no aspects that determine comprehension. To address these points of
criticism, we additionally consider the variable No. words, defined as the
logarithm of the total number of words in the privacy statements. We con-
sider the variable as an alternative measure of the understandability and
complexity of a text reflected in the time required to read the whole text.

3.3.3. Standardization

To test Hypothesis 2, we quantify the extent to which the texts of privacy
statements are standardized by calculating common measures of text simi-
larity and distance for dissimilarity. We apply the vector space model (VSM)
of Salton et al. (1975) to convert texts into term frequency vectors, which
enables us to perform algebraic calculations. The accounting and finance

7The formula of the simplified SMOG metric for the English language is SMOG =√
Nwmin3sy · 30

nst
+ 3.
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literature often applies Cosine or Jaccard similarity to account for similarity
(Cohen et al., 2020; Peterson et al., 2015).8

As a first similarity measure, we calculate the Cosine similarity. Be-
cause of the vector representation of the texts, we can calculate the cosine
of the included angle. The Cosine similarity between two documents is de-
fined as the scalar product of the two term frequency vectors divided by the
product of their Euclidean norms. The values range from 0 to 1 because
term-frequency vectors of texts cannot be negative. A main property of the
Cosine similarity is that it does not consider text length. A value close to
1 indicates the presence of pure boilerplate language. The second similar-
ity measure we calculate is Jaccard similarity, defined as the quotient of the
size of the intersection and the size of the corresponding union of two term-
frequency representations. In contrast to Cosine similarity, for the Jaccard
similarity each word occurs only once in the sample, and its frequency is not
accounted for. For privacy statements, Ramadorai et al. (2021) use Cosine
similarity to analyze industry-specific boilerplate, whereas Kaur et al. (2018)
employ Jaccard similarity to measure keyword similarity. Besides the simi-
larity measures, we calculate the two distance metrics Euclidean distance and
Manhattan distance. Euclidean distance is the shortest distance between the
two document vectors with the corresponding term weights. In contrast to
Euclidean distance, Manhattan distance is the absolute distance between the
two vectors. Unlike for the similarity measures, values of distance metrics
close to 1 indicate no correspondence between the analyzed texts.

We calculate all the aforementioned similarity and distance measures pair-
wise for the privacy statement texts D1 and D2 of two different companies
within one data-collection period. In the next step, to obtain one average
similarity or distance-measure value for one company before and after the
GDPR became binding, we calculate our similarity and distance measures
in relation to the average privacy statement per period, analogous to the
“centroid vector [or] the average policy” of Ramadorai et al. (2021), as

D =

∑N
n=1Dn

N
(1)

where D is the average value per year,
∑
Dn the sum of the similarity respec-

tive distance of one FinTech’s document in relation to every other document,

8For illustrative examples of Cosine and Jaccard similarity, see Cohen et al. (2020).
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and N the number of companies.

3.3.4. Empirical Approach

To test our Hypotheses 1, 2, 3a and 3b, we use a two-sided paired t-test
to examine whether the means of readability, standardization, quantity of
data processed, and transparency are significantly different for the periods
before and after the GDPR became binding.

We test Hypotheses 4 and 5 in a multivariate setting. Because our de-
pendent variables are fractional indices in the interval between 0 and 1, we
estimate fractional probit regressions using quasi-maximum likelihood (Papke
and Wooldridge, 1996).

We further explore in Hypothesis 4 determinants of the data index and
transparency index in separate models before and after the GDPR became
binding. To compare the obtained regression coefficients of non-linear models
for the same sample of companies at two different points in time, we further
conduct seemingly unrelated estimations (Zellner, 1962). Then, we perform
Wald chi-square tests to test whether the coefficients differ across our ana-
lyzed periods. The validity of the tests is ensured by the previously performed
estimation based on the stacking method with respect to the appropriate co-
variance matrix of the estimators for the standard errors (Weesie, 1999) and
was formerly successfully applied by Mac an Bhaird and Lucey (2010) and
Laursen and Salter (2014).

4. Results

4.1. Sample

Figure 1 shows the graphical distribution of the companies in their in-
dustries following the detailed FinTech taxonomy of Dorfleitner et al. (2017).
Table 2 provides summary statistics for all our variables. Most of the compa-
nies in the sample operate in the crowdinvesting and alternative payments,
insurance respective IT, technology and infrastructure sub-segments. Crowd-
investing can be a data-intensive sub-segment (Ahlers et al., 2015), whereas
payment providers receive manifold payment data that can entail almost all
possible information about a person. Moreover, insurance companies typi-
cally process health data, which are special categories of personal data (art.
9). The descriptive statistics of bankcooperation indicate that, on average,
25.4% of FinTechs in our sample maintain a cooperation with a bank. The
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median of No. investors is 0, which indicates that less than half the com-
panies in the sample have received external funds. The mean and median
values of employees, around 2, indicate that most of our FinTechs are small
companies employing 11 to 50 people. The variable city indicates that, on
average, 48.6% of the analyzed FinTechs are located in a large city.

- Insert Figure 1 here -

- Insert Table 2 here -

4.1.1. Readability

The mean and median in combination with the quantiles of the readability
metrics Wiener Sachtext and SMOG German increase slightly, which indi-
cates that the readability of the privacy statements worsened after the GDPR
became binding. In Table 3, two t-tests indicate a significant difference in
means for both metrics (paired t-tests, t = 2.569 and p < 0.05, t = 6.010
and p < 0.01). The alternative readability proxy No. words shows a clear
increase in any summary statistic, which indicates a worsening in readability
and is confirmed by a t-test on differences in means (paired t-test, t = 15.017,
p < 0.01).

- Insert Table 3 here -

The cumulative distribution functions of all our variables considering
readability are illustrated in Figure 2. A shift of the graph to the right
indicates a worsening in readability from before (black) to after (grey) the
GDPR became binding, which is evident for all our measures. These results
are contrary to the GDPR’s objective of clear and plain language. A discus-
sion of the result for Wiener Sachtext and SMOG German requires a closer
look at the method. Both metrics are mainly calculated based on word com-
plexity and sentence length. In particular, word complexity is a critical issue
for technical termini, which accompanies privacy-related legalese. Because
the information content and quality regarding advanced technological topics
can suffer from simpler language (Wachter, 2018), it is not surprising that in
the FinTech domain a more complex language has recently been used. Our
results for No. words are in line with Linden et al. (2020), who find in their
before and after the GDPR comparison an increase in text length but no
changes in sentence structure. Thus, our evidence supports Hypothesis 1.

- Insert Figure 2 here -
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4.1.2. Standardization

In this section, we test Hypothesis 2 on the increase of boilerplate lan-
guage after the GDPR became binding. The similarity measures Cosine
similarity and Jaccard similarity reveal a clear increase in mean and me-
dian. Both measures indicate an increase in boilerplate language, which is
confirmed by a t-test for differences in means at conventional levels (paired
t-tests, t = 8.606 and p < 0.01, t = 6.880 and p < 0.01). Consistent with
the similarity metrics, we identify for the distance metrics Euclidean dis-
tance and Manhattan distance a decrease in means and medians, indicating
an increase in the use of boilerplate language. The means are statistically
significantly different before and after the GDPR became binding (paired
t-tests, t = −12.530 and p < 0.01, t = −7.074 and p < 0.01). The stan-
dard deviation for all measures remains almost the same for both sample
periods. Regarding all of our similarity and distance metrics, the first and
third quantiles are far from the minima or maxima, illustrating that although
some outliers exist, there is a tendency towards the mean and the median.
In Figure 3, the cumulative distribution function of the similarity and dis-
tance measures illustrates a shift to more similar and therefore standardized
language from before (grey) compared with after (black) the GDPR became
binding.

- Insert Figure 3 here -

In sum, we find an increase in privacy statements’ use of boilerplate lan-
guage after the GDPR became binding. Companies appear to have chosen
the path towards legal-safeguarding boilerplate policies to the detriment of
their users. Overall, Hypothesis 2 receives support.

4.1.3. Quantity of data processed and transparency

We now analyze the content of the privacy statements.9 For the data
index, we find an increase in the mean and median from before to after the
GDPR became binding, which illustrates that companies state more often
in their privacy statements post-GDPR that they process specific data. The
difference is statistically significant in a t-test (paired t-test, t = 5.940, p <
0.01). Thus, we find supportive evidence for Hypothesis 3a. A closer look at

9For detailed summary statistics of our disaggregated indices, we refer readers to Tables
14 and 15 in the Appendix.
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all summary statistics emphasizes large divergences in the quantity of data
processed between the individual companies. The data index minimum of 0
indicates that some firms do not state that they process any data. The range
of the actual maximum value before and after the GDPR became binding
indicates that even companies that process a lot of data are far from the
maximum theoretical index value of 1.

For the transparency index, we find a small decrease in the mean and
median. This finding suggests that, contrary to our Hypothesis 3b, compa-
nies’ privacy practices have not improved in terms of transparency since the
GDPR became binding. Note that there are companies in both periods reach-
ing a maximum value of 0.875 for the transparency index, which indicates a
high level of transparency. After performing a t-test on the mean, we find
no statistically significant difference (paired t-test, t = −0.940, p > 0.05).
Thus, we find no empirical support for Hypothesis 3b, that transparency has
increased since the GDPR became binding. In contrast to our results, Lin-
den et al. (2020) use different but closely related transparency measures and
conclude that transparency has improved since the GDPR became binding
but that privacy statements are far from fully transparent.

When considering the results of both indices, we conclude that since the
GDPR became binding, FinTechs state that they process more data although
they have not made efforts to enhance the transparency of privacy practices.
Further, we identify large differences between individual companies. A possi-
ble explanation is that the FinTech industry as a whole is highly diverse and
that the different business models require different intensities of data pro-
cessing. For example, crowdinvesting platforms process a lot of data. The
projects and initiator data need to be assessed in detail before the funding.
During the funding process, disclosure of more information about the project
and the initiators has been identified as a success factor (Ahlers et al., 2015).

4.1.4. Determinants of the quantity of data processed and transparency

Table 4 shows the results for Hypotheses 4a and 4b on the effect of the
number of investors and the existence of a bank cooperation on the quantity
of data processed and transparency.

- Insert Table 4 here -

We find that before the GDPR became binding, the coefficient of No. in-
vestors is positive and significant at the 5% level for both indices, where a
one-standard-deviation increase in No. investors is associated with a 55.9%
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increase in the data index in model (1) and a 41.2% increase in transparency
in model (3). However, the effect and significance of the variable disap-
pear for the period after the GDPR became binding in models (2) and (4).
Before the GDPR became binding, the number of external investors had a
positive effect on data-privacy compliance because it was positively related
to the quantity of data processed and to transparency. Our results for No.
investors provide partial support for Hypothesis 4a.

Further, none of our regression models yield a significant effect of bankco-
operation on quantity of data processed or on transparency. Because of
missing significances, we cannot provide further evidence for how external
investors or cooperating banks influenced the implementation of the GDPR
by FinTechs. Regarding bankcooperation, we find no empirical support for
Hypothesis 4b.

The control variable legal capital has a significant positive influence on
both indices for all models, which indicates that founders who invested more
legal capital are also more dedicated to their business in terms of data privacy
compliance. Wald tests for differences in coefficients before and after the
GDPR became binding only show a significant difference for legal capital as
a determinant of the transparency index. The coefficients for the transparency
index are significantly different and lower after the GDPR (Wald chi-square
test, χ2 = 4.740, p < 0.05). Thus, the effect of legal capital on transparency
is stronger before the GDPR. This may be because before the GDPR became
binding, only highly dedicated founders invested time in privacy compliance,
whereas the GDPR made this issue the focus of every company. We consider
variance inflation factors (VIF), reported in Table 8 in the Appendix, and
find no indications of multicollinearity for any of our model specifications.

4.1.5. Mimicking behavior

The results for Hypothesis 5, which considers mimicking behavior regard-
ing data privacy compliance among industry peers, are reported in Table 5.

- Insert Table 5 here -

In Table 5 model (1), we find a positive significant effect of the mimic data
index on the 1% significance level, in which a one-standard-deviation increase
in mimic data index is associated with a 58.6% increase in the data index
relative to the average. In model (2), we find a highly significant impact
of the mimic transparency index on the transparency index, in which a one-
standard-deviation increase in the explanatory variables leads to a 75.27%
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increase in the dependent variable relative to the average. The results indi-
cate a strong mimicking behaviour among industry peers in terms of data
privacy compliance, because a higher industry average for both indices be-
fore the GDPR became binding accompanies more data processed and greater
transparency for a specific company.10 Thus, the conjecture that FinTechs
mimic the privacy statements of their industry peers is supported by our
evidence. As for our control variables, we find a weak statistically positive
effect for legal capital for both indices. In sum, we find supportive evidence
for Hypothesis 5 on mimicking behavior.

5. Robustness

Finally, we perform robustness checks and estimate alternative specifica-
tions to test the validity of our results.

5.1. Analysis of privacy statements in English

In the above analysis, we do not consider 32 privacy statements in En-
glish. In Table 9 in the Appendix, we report summary statistics for our
English text-feature analysis. In contrast to our results for the statements
in German, we find the readability measures for English statements to de-
crease in mean and median, indicating improved readability. However, this
decrease in mean is not statistically significant. The No. words representing
text length significantly increased after the GDPR became binding, similar
to the German privacy statements. Our similarity and distance metrics do
not show a consistent significant tendency. We refrain from further analyzing
the English sample in the multivariate context. Because of the small sam-
ple size, mimicking behavior for the English sample cannot statistically be
analyzed in the same way that we calculate the indices based on the industry-
level averages of 16 industries for the remaining 32 companies. Consequently,
considering only German privacy statements does not bias our results for the
text-feature analysis.

10In unreported analysis, we estimate the same model using a mimicking variable based
on segment-level averages of finance, asset management, payments and other FinTechs
(n=4). Interestingly, we find for that specification no statistically significant coefficients
and thus conclude that the less detailed categorization fails to depict commonalities in
business models, data processing and consequently mimicking behavior.
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5.2. Sub-sample: exclusion of mature FinTechs

To test for the influence of more mature FinTechs, we exclude companies,
like Hornuf et al. (2020), that employ more than 1000 people or that were
founded at least 10 years before our first data-collection period. More expe-
rienced and larger companies have more free resources to address legal issues.
Especially regarding boilerplate and mimicking behavior, it could be argued
that larger or older firms are the industry leaders and are role models for
their immediate industry peers and whose privacy practices are mimicked.
When excluding these FinTechs, 249 companies in 15 industries remain in the
sample. In Tables 9 and 10 in the Appendix, we report summary statistics
for the text-feature analysis and find patterns remarkably similar to those
for the whole sample analyzed in section 4. For the regression estimates in
Tables 11 and 12 in the Appendix, we observe no changes in signs and only
small changes in significance of the coefficients. Therefore, we note that it is
unlikely that more-mature FinTechs drive our results.

5.3. Pooled OLS with GDPR interaction

To verify our results for the year-wise estimations and post-estimation
tests in the seemingly unrelated estimations in section 4, we run an OLS re-
gression with the interaction dummy variable GDPR. We estimate the OLS
regression to simplify the regression model for the link function in the prior
probit specification and pool our observations in a single model with the
GDPR interaction to evaluate the effect of the policy intervention simulta-
neously. The results are reported in Table 13 in the Appendix and mostly
show similar patterns in terms of signs and significance of the coefficients
compared with the prior model specifications. Additionally, we find that the
dummy variable GDPR itself has a positive significant influence on level of
transparency.

5.4. Industry Boilerplate

In this study, we do not analyze industry-specific boilerplate as Ramado-
rai et al. (2021) do; instead, we analyze the general influence of the GDPR on
potential boilerplate language. However, we additionally calculate in unre-
ported analyses the similarity and distance metrics in relation to the industry
average of the FinTech sub-segment. We find only small divergences to the
results in Section 3.3.3, which mainly result from the underlying method and
are similar to the results of Ramadorai et al. (2021).
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6. Conclusion

We empirically study the degree of implementation of the GDPR by Fin-
Tech companies operating in Germany. For this purpose, we analyze the pri-
vacy statements of 308 FinTechs before and after the GDPR became binding.
Employing methods in the field of textual analysis, we analyse their privacy
statements. We extend these findings using a content-based approach and
link that to company-and industry-specific determinants.

With regard to the text-feature analysis, we document a decrease in read-
ability in conjunction with substantially longer texts and more time required
to read the privacy statements. The FinTechs appear to safeguard themselves
with exact technical and legal termini and comprehensive statements instead
of the user comprehension required by the GDPR. We further find indica-
tions of an increase in standardized policy language built on the literature
of boilerplate after the GDPR became binding, reducing the informational
content that users can draw from the texts. These findings contradict the
primary objectives of the GDPR. Further, we analyze the quantity of data
processed and transparency and its determinants. We document a significant
increase in the quantity of data processed but find no significant changes in
the level of transparency. The number of external investors positively in-
fluences the quantity of data processed and transparency solely before the
GDPR became binding. Regarding cooperation with a bank, we find no sig-
nificant effects in any specification. Legal capital that we interpret as ex-ante
founder team dedication is positively related to the level of privacy and is par-
ticularly relevant for transparency before the GDPR became binding. These
results underline that before the GDPR became binding, externally induced
pressure of investors and internal engagement of the founders resulted in bet-
ter privacy practices. However, the results vanish after the GDPR became
binding, as the GDPR made all FinTechs act to ensure data privacy. We
also provide evidence that mimicking behavior in terms of industry pressure
positively influences data-privacy compliance after the GDPR became bind-
ing, which indicates that the GDPR gave companies an incentive to adopt
their direct industry peers’ data-processing or privacy statements. We ask
whether it is possible for a user to give informed consent (art. 7 GDPR) if
they cannot transparently capture the language respective to the content of
privacy statements. Thus, the question arises whether the GDPR has really
fulfilled its promises regarding its main provisions and objectives, especially
for the analyzed FinTechs.
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Our article has limitations. We mainly refer to the privacy practices that
companies declare in their privacy statements, and thus to the supply side of
privacy (Ramadorai et al., 2021). Consumers must accept the terms for data
processing if they want to use a service or product (Aridor et al., 2020). One
avenue for further research is to compare what companies state in their pri-
vacy statements with the privacy practices they actually pursue. The results
regarding transparency rely on our variable construction. Other approaches
and methods can therefore yield different outcomes and insights. Similarly
to Goldberg et al. (2021), we can only provide early evidence relating to our
data-collection period shortly after the GDPR became binding in May 2018
and how the analyzed companies implemented the regulation at this point.

Finally, our article has practical implications. Legislators as well as poli-
cymakers in the EU and other countries that have adopted a privacy regula-
tion related to the GDPR can now see the implications and the unintentional
consequences of the regulation. This may pave the way towards future read-
justment of the GDPR or give more practical guidance on how to create
privacy statements to ensure compliance with the applicable legal standards.
Further, our study emphasizes the importance of companies making greater
efforts to implement effective privacy practices and communicate them to
users in order to benefit from the opportunity to build a competitive advan-
tage.
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Figures and Tables

Table 1: List and definitions of all variables. In the following table the abbreviation “D”
stands for dummy variable and “D and H (2019)” for Dorfleitner and Hornuf (2019). All
variables that are directly included in the analyzes are marked in italics.

Variable Description Source
Bankcooperation D: 1 if the Fintech cooperates with a bank, 0 otherwise. Bank, FinTech websites
No. investors Logarithm plus 1 of the number of external investment firms and BvD Dafne, Crunchbase

individual investors
Mimic Data Index Mimicking variable for Data Index Own calculations
Mimic Transparency Index Mimicking variable for Transparency Index Own calculations

Wiener Sachtext Neuer Wiener Sachtext readability metric Own calculations
SMOG German SMOG readability metric (adopted to German language) Own calculations
SMOG SMOG readability metric (for English language) Own calculations
FOG FOG readability metric (for English language) Own calculations
No. words Logarithm of the total number of words Own calculations
Cosine similarity Cosine similarity Own calculations
Jaccard similarity Jaccard similarity Own calculations
Euclidean distance Euclidean distance Own calculations
Manhattan distance Manhattan distance Own calculations

Controls
Firm age Logarithm of the age of the FinTech company. German company register,

LinkedIn
Employees Number of employees (rank variable between 1 and 5) BvD Dafne, Crunchbase,

LinkedIn
City D: 1 located in a city with more than one million inhabitants, German company register,

0 otherwise. Websites
Legal capital D: 1 if a company has a legal form that requires a legal capital German company register

of more than 1 EUR, 0 otherwise. Websites
GDPR D: 1 if observations are after the introduction of the GDPR

on May 25th 2018, representing the post-GDPR period,
0 otherwise.

Data index An index aggregating the quantity of data processed. Own calculations
The index adds the hereafter following variables and
is divided by 38.

Name D: 1 if the first and last name are processed, 0 otherwise. D and H (2019)
Gender D: 1 if the gender or form of address are processed, 0 otherwise. D and H (2019)
Title D: 1 if the title is processed and 0 otherwise. D and H (2019)
Language D: 1 if the company processes the language, 0 otherwise. D and H (2019)
Identifier D: 1 if the identifier (e.g. user name or ID) is processed, D and H (2019)

0 otherwise.
Password D: 1 if the the password is processed, 0 otherwise. D and H (2019)
Age D: 1 if the age or date of birth are processed, 0 otherwise. D and H (2019)
Place of birth D: 1 if the place or country of birth are processed, 0 otherwise. D and H (2019)
Address D: 1 if the address or delivery address or billing address are, D and H (2019)

processed, 0 otherwise.
E-mail address D: 1 if the e-mail address is processed, 0 otherwise. D and H (2019)
Phone number D: 1 if the phone number or mobile number are processed, D and H (2019)

0 otherwise.
Residence city D: 1 if the city of residence is processed, 0 otherwise. D and H (2019)
Residence country D: 1 if the company processes the country of residence, D and H (2019)

0 otherwise.
Marital status D: 1 if the company processes the marital status, 0 otherwise. D and H (2019)
Occupation D: 1 if the occupation or employee status are processed, D and H (2019)

0 otherwise.
Bank D: 1 if the bank data or account data or payment data are D and H (2019)

processed, 0 otherwise.
PIN D: 1 if the PIN or TAN are processed, 0 otherwise. D and H (2019)
Income D: 1 if the monthly revenues or expenses are processed, D and H (2019)

0 otherwise.
Tax residency D: 1 if the tax residency or status are processed, 0 otherwise. D and H (2019)
Social security number D: 1 if the social security number is processed, 0 otherwise. D and H (2019)
Tax ident number D: 1 if the tax identification number is processed, 0 otherwise. D and H (2019)
Driving license D: 1 if driving license data is processed, 0 otherwise. D and H (2019)
Passport, registration D: 1 if passport and identity card data or the registration D and H (2019)

number are processed, 0 otherwise.
Graduation, qualification D: 1 if information on graduation or qualifications are processed, D and H (2019)

0 otherwise.
Continued on Next Page
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Variable Description Source
Insurance D: 1 if information on insurance is processed, 0 otherwise. D and H (2019)

IP-address D: 1 if the IP-address is processed, 0 otherwise. D and H (2019)
GPS, location D: 1 if GPS or location data are processed, 0 otherwise. D and H (2019)
Personal data published D: 1 if personal data are published, 0 otherwise. D and H (2019)
Personal data transfer D: 1 if personal data are collected from, transferred to or D and H (2019)

disclosed with third parties, 0 otherwise.
Social Plugins, Third party D: 1 if social plugins are used or third party services are D and H (2019)

integrated, 0 otherwise.
Behavior, usage, movement D: 1 if behavioral, usage or movement data are processed or D and H (2019)

tracking services are used, 0 otherwise.
Google Analytics D: 1 if Google Analytics is used, 0 otherwise. D and H (2019)

Health D: 1 if health-related data is processed, 0 otherwise. D and H (2019)
Religion D: 1 if the religious confession is processed, 0 otherwise. D and H (2019)
Nationality D: 1 if the nationality or citizenship is processed, 0 otherwise. D and H (2019)
Picture D: 1 if user or title pictures are processed, 0 otherwise. D and H (2019)
Conversation record D: 1 if a conversation recording is processed, 0 otherwise. D and H (2019)
Signature D: 1 if the signature or sample of writing is processed, D and H (2019)

0 otherwise.

Transparency index An index aggregating dimensions of transparency we define
hereafter. The index adds the hereafter following variables and Own calculations
is divided by 8.

Data D: 1 if the company states which personal data are processed, D and H (2019)
0 otherwise.

Purpose D: 1 if the company states for what reason or purpose personal D and H (2019)
data are processed, 0 otherwise.

Storage D: 1 if the company states for how long data are stored or when D and H (2019)
they are deleted, 0 otherwise.

Avoid D: 1 if the company states if there exists a possibility to avoid D and H (2019)
data processing, 0 otherwise.

Opt-In D: 1 if the company states whether they have an Opt-In D and H (2019)
procedure, 0 otherwise.

Pseudo D: 1 if the company states that data are processed pseudony- D and H (2019)
mously, 0 otherwise.

Third D: 1 if the company states which personal data are shared with D and H (2019)
third parties, 0 otherwise.

Third data D: 1 if the company states with which third parties data are D and H (2019)
shared, 0 otherwise.

End of table
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Figure 1: Frequency of occurrence of the FinTech sub-segments following the taxonomy of
Dorfleitner et al. (2017), the bars represent the number of companies in each sub-segment,
n=276.
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Figure 2: Cumulative distribution function for the readability measures Wiener Sachtext,
SMOG German and No. words for before (2017, black) and after (2018, grey) the GDPR
became binding.
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Table 2: Summary statistics for all our variables, the abbrevation “ pre” indicates before
and “ post” after the GDPR became binding, n=276.

Variable Mean S.D. Min Q1 Median Q3 Max

Legal capital 0.888 0.316 0.000 1.000 1.000 1.000 1.000
Bankcooperation 0.254 0.436 0.000 0.000 0.000 1.000 1.000
Employees 2.130 1.050 1.000 1.000 2.000 2.000 5.000
City 0.486 0.501 0.000 0.000 0.000 1.000 1.000
Firm age pre 1.534 0.529 0.000 1.099 1.498 1.792 3.091
Firm age post 1.749 0.436 0.693 1.386 1.701 1.946 3.136
No. investors pre 0.714 1.047 0.000 0.000 0.000 1.400 4.000
No. investors post 0.754 1.072 0.000 0.000 0.000 1.400 4.000

Wiener Sachtext pre 13.654 0.915 10.113 12.988 13.739 14.332 17.270
Wiener Sachtext post 13.860 1.127 9.888 13.149 13.866 14.625 17.225
SMOG German pre 12.266 1.221 8.955 11.321 12.255 13.222 16.974
SMOG German post 12.992 1.749 8.191 11.809 13.111 14.070 17.310
No. words pre 7.102 0.864 2.890 6.796 7.252 7.601 8.970
No. words post 7.866 0.867 2.944 7.453 7.959 8.443 9.622
Cosine similarity pre 0.533 0.095 0.132 0.495 0.559 0.601 0.659
Cosine similarity post 0.583 0.089 0.126 0.537 0.603 0.651 0.706
Jaccard similarity pre 0.207 0.047 0.023 0.191 0.217 0.238 0.276
Jaccard similarity post 0.227 0.044 0.014 0.214 0.240 0.255 0.280
Euclidean distance pre 0.096 0.024 0.074 0.083 0.090 0.101 0.303
Euclidean distance post 0.081 0.023 0.062 0.070 0.076 0.087 0.318
Manhattan distance pre 1.312 0.136 1.132 1.226 1.275 1.350 1.901
Manhattan distance post 1.255 0.125 1.097 1.178 1.229 1.286 1.934

Data Index pre 0.206 0.103 0.000 0.125 0.200 0.275 0.575
Data Index post 0.237 0.098 0.000 0.169 0.225 0.300 0.550
Transparency Index pre 0.303 0.175 0.000 0.125 0.375 0.375 0.875
Transparency Index post 0.295 0.158 0.000 0.125 0.250 0.375 0.875
Mimic Data Index 0.206 0.037 0.106 0.181 0.198 0.226 0.340
Mimic Transparency Index 0.303 0.065 0.175 0.254 0.290 0.335 0.425
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Figure 3: Cumulative distribution function for the similarity and distance measures Cosine
similarity, jaccard similarity, euclidean distance and manhattan distance for before (2017,
black) and after (2018, grey) the GDPR became binding.
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Table 3: Paired two-sided t-test to test Hypothesis 1 regarding readability, Hypothesis 2
regarding standardization and Hypotheses 3a and 3b regarding quantity of data processed
and transparency, n=276.

Pre-GDPR Post-GDPR
Variable Mean S.D. Mean S.D. Diff. t-stat p-value

Wiener Sachtext 13.654 0.915 13.860 0.206 0.206 2.569 0.011*
SMOG German 12.266 1.221 12.992 1.749 0.726 6.010 0.000***
No. words 7.102 0.864 7.866 0.867 0.764 15.017 0.000***
Cosine similarity 0.533 0.095 0.583 0.090 0.050 8.606 0.000***
Jaccard similarity 0.207 0.047 0.227 0.044 0.020 6.880 0.000***
Euclidean distance 0.096 0.024 0.081 0.023 -0.015 -12.530 0.000***
Manhattan distance 1.312 0.136 1.255 0.125 -0.057 -7.074 0.000***

Data Index 0.206 0.103 0.237 0.098 0.031 5.940 0.000***
Transparency Index 0.303 0.175 0.295 0.158 -0.009 -0.904 0.367
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Table 5: Fractional probit regression to test Hypothesis 5 regarding mimicking behavior,
numbers in parentheses are robust standard errors.

Dependent variable:

Data Index Transparency Index

Post-GDPR Post-GDPR

(1) (2)

No. investors 0.018 0.024
(0.023) (0.033)

Bankcooperation 0.026 0.053
(0.045) (0.061)

Legal capital 0.110+ 0.174+
(0.064) (0.102)

City 0.021 0.079
(0.039) (0.054)

Firm age -0.030 -0.044
(0.034) (0.052)

Employees 0.027 0.026
(0.022) (0.037)

Mimic Data Index 1.613**
(0.554)

Mimic Transparency Index 2.027***
(0.427 )

Constant -1.189*** -1.373***
(0.145) (0.176)

Industry Effects No No

Observations 276 276
Log pseudolikelihood -150.6126 -165.5007

Note: +p<0.1; ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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Appendix

Table 6: Correlation matrix for the data collection period before the GDPR became
binding, n=276.

(1) (2) (3) (4) (5) (6) (7) (8)

Data Index 1
Transparency Index 0.528 1
No. investors 0.199 0.086 1
Legal capital 0.185 0.256 0.065 1
City −0.016 −0.017 0.320 0.047 1
Firm age −0.002 −0.043 0.106 0.115 −0.005 1
Bankcooperation 0.071 0.024 0.309 0.102 0.084 0.092 1
Employees 0.205 0.078 0.577 0.066 0.183 0.235 0.198 1

Table 7: Correlation matrix for the data collection period after the GDPR became binding,
n=276.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Data Index 1
Transparency Index 0.501 1
No. investors 0.150 0.097 1
Legal capital 0.114 0.110 0.061 1
City 0.073 0.097 0.316 0.047 1
Firm age −0.020 −0.047 0.079 0.116 −0.008 1
Bankcooperation 0.072 0.052 0.308 0.102 0.084 0.083 1
Employees 0.156 0.104 0.576 0.066 0.183 0.244 0.198 1
Mimic Data Index 0.212 0.151 0.048 0.001 −0.022 −0.103 −0.070 0.105 1
Mimic Transparency Index 0.141 0.262 −0.129 −0.044 −0.091 −0.137 −0.135 −0.027 0.765 1

Table 8: Variance inflation factors, VIF1-VIF4 correspond to table 4 and models (1)-(4),
VIF5-VIF6 correspond to table 5 and models (1) and (2), n=276.

VIF1 VIF2 VIF3 VIF4 VIF5 VIF6

No. investors 1.85 1.85 1.85 1.88 1.71 1.73
Legal capital 1.19 1.19 1.19 1.19 1.02 1.02
City 1.18 1.18 1.18 1.18 1.12 1.12
Firm age 1.26 1.26 1.26 1.28 1.09 1.10
Bankcooperation 1.28 1.28 1.28 1.28 1.13 1.13
Employees 1.76 1.76 1.76 1.80 1.60 1.58
Mimic Data Index 1.04
Mimic Transparency Index 1.06
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Table 9: Robustness: analysis of privacy statements in English language, summary statis-
tics and paired two-sided t-test regarding the text-based variables, n=32.

Pre-GDPR Post-GDPR
Variable Mean SD Median Mean SD Median Diff. t-stat. p-value

FOG 18.780 2.856 17.900 18.303 3.147 17.661 -0.477 -1.118 0.272
SMOG 16.349 1.914 15.836 16.052 2.136 15.636 -0.297 -1.044 0.305
No. words 6.781 0.855 6.877 7.266 1.150 7.305 0.485 3.130 0.004**
Cosine similarity 0.520 0.066 0.548 0.515 0.092 0.545 -0.005 -0.325 0.747
Jaccard similarity 0.222 0.044 0.238 0.226 0.057 0.248 0.004 0.546 0.589
Euclidean distance 0.127 0.020 0.121 0.125 0.023 0.116 -0.002 -1.017 0.317
Manhattan distance 1.269 0.101 1.230 1.304 0.129 1.246 0.036 1.951 0.060

Table 10: Robustness: sub-sample analysis, excluding mature FinTechs, summary statis-
tics and paired two-sided t-tests regarding the text-based variables, n=249.

Pre-GDPR Post-GDPR
Variable Mean SD Median Mean SD Median Diff. t-stat. p-value

Wiener Sachtext 13.655 0.894 13.730 13.847 1.152 13.855 0.192 2.254 0.025*
SMOG German 12.283 1.221 12.247 12.973 1.770 13.0923 0.690 5.395 0.000***
No. words 7.085 0.848 7.228 7.856 0.875 7.975 0.771 14.414 0.000***
Cosine similarity 0.538 0.090 0.562 0.585 0.089 0.604 0.047 7.979 0.000***
Jaccard similarity 0.209 0.046 0.217 0.228 0.044 0.241 0.019 6.325 0.000***
Euclidean distance 0.096 0.024 0.089 0.081 0.024 0.076 -0.015 -11.744 0.000***
Manhattan distance 1.306 0.132 1.271 1.252 0.126 1.228 -0.054 -6.584 0.000***
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Table 12: Robustness: sub-sample analysis, excluding mature FinTechs, fractional probit
regression regarding mimicking behavior, numbers in parentheses are robust standard
errors.

Dependent variable:

Data Index Transparency Index

Post-GDPR Post-GDPR

(1) (2)

No. investors 0.008 0.017
(0.026) (0.038)

Bankcooperation 0.010 0.043
(0.048) (0.065)

Legal capital 0.132+ 0.179
(0.070) (0.115)

City 0.019 0.069
(0.042) (0.058)

Firm age -0.007 -0.062
(0.045) (0.061)

Employees 0.031 0.036
(0.026) (0.044)

Mimic Data Index 1.402*
(0.715)

Mimic Transparency Index 1.904***
(0.440)

Constant -1.190*** -1.322***
(0.179) (0.192)

Industry Effects No No

Observations 249 249
Log pseudolikelihood -136.1568 -149.3130

Note: +p<0.1; ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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Table 13: Robustness: pooled OLS with GDPR interaction, including the dummyvariable
GDPR to take into account the effects of the GDPR, numbers in parentheses are robust
standard errors.

Dependent variable:

Data Index Transparency Index

(1) (2)

GDPR 0.052 0.046
(0.036) (0.061)

No. investors 0.016* 0.023+
(0.007) (0.012)

GDPR x No. investors -0.008 -0.009
(0.010) (0.016)

Bankcooperation 0.001 0.002
(0.014) (0.023)

GDPR x Bankcooperation 0.006 0.016
(0.019) (0.031)

Legal capital 0.060*** 0.175***
(0.017) (0.030)

GDPR x Legal capital -0.025 -0.092*
(0.025) (0.044)

City -0.019 -0.015
(0.012) (0.020)

GDPR x city 0.024 0.043
(0.017) (0.027)

Firm age -0.005 -0.023
(0.012) (0.018)

GDPR x Firm age 0.001 0.003
(0.017) (0.027)

Employees 0.012+ 0.003
(0.007) (0.012)

GDPR x Employees -0.003 0.004
(0.010) (0.017)

Constant 0.240*** 0.248***
(0.041) (0.046)

Industry Effects Yes Yes

Observations 552 552
R2 0.187 0.199
Adj. R2 0.143 0.156

Note: +p<0.1; ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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Table 14: Composition and summary statistics of Data Index and Transparency Index
before the GDPR became binding, n=276.

Variable Mean SD Min Q1 Median Q3 Max

Data index
Name 0.678 0.468 0.000 0.000 1.000 1.000 1.000
Gender 0.116 0.321 0.000 0.000 0.000 0.000 1.000
Title 0.036 0.187 0.000 0.000 0.000 0.000 1.000
Language 0.011 0.104 0.000 0.000 0.000 0.000 1.000
Identifier 0.098 0.298 0.000 0.000 0.000 0.000 1.000
Password 0.145 0.353 0.000 0.000 0.000 0.000 1.000
Age 0.326 0.470 0.000 0.000 0.000 1.000 1.000
Place of birth 0.080 0.271 0.000 0.000 0.000 0.000 1.000
Address 0.572 0.496 0.000 0.000 1.000 1.000 1.000
E-mail address 0.612 0.488 0.000 0.000 1.000 1.000 1.000
Phone number 0.322 0.468 0.000 0.000 0.000 1.000 1.000
Residence city 0.029 0.168 0.000 0.000 0.000 0.000 1.000
Residence country 0.051 0.220 0.000 0.000 0.000 0.000 1.000
Marital status 0.040 0.196 0.000 0.000 0.000 0.000 1.000
Occupation 0.054 0.227 0.000 0.000 0.000 0.000 1.000
Bank 0.250 0.434 0.000 0.000 0.000 0.200 1.000
PIN 0.011 0.104 0.000 0.000 0.000 0.000 1.000
Income 0.040 0.196 0.000 0.000 0.000 0.000 1.000
Tax residency 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Social security number 0.011 0.104 0.000 0.000 0.000 0.000 1.000
Tax ident number 0.040 0.196 0.000 0.000 0.000 0.000 1.000
Driving license 0.007 0.085 0.000 0.000 0.000 0.000 1.000
Passport, registration 0.069 0.254 0.000 0.000 0.000 0.000 1.000
Graduation, qualification 0.011 0.104 0.000 0.000 0.000 0.000 1.000
Insurance 0.033 0.178 0.000 0.000 0.000 0.000 1.000
IP-address 0.141 0.349 0.000 0.000 0.000 0.000 1.000
GPS, location 0.029 0.168 0.000 0.000 0.000 0.000 1.000
Personal data published 0.149 0.356 0.000 0.000 0.000 0.000 1.000
Personal data transfer 0.158 0.365 0.000 0.000 0.000 0.000 1.000
Social Plugins, third party 0.525 0.500 0.000 0.000 1.000 1.000 1.000
Behavior, usage, movement 0.967 0.178 0.000 1.000 1.000 1.000 1.000
Google Analytics 0.826 0.380 0.000 1.000 1.000 1.000 1.000
Health 0.014 0.120 0.000 0.000 0.000 0.000 1.000
Religion 0.004 0.060 0.000 0.000 0.000 0.000 1.000
Nationality 0.083 0.277 0.000 0.000 0.000 0.000 1.000
Picture 0.072 0.260 0.000 0.000 0.000 0.000 1.000
Conversation record 0.004 0.060 0.000 0.000 0.000 0.000 1.000
Signature 0.014 0.120 0.000 0.000 0.000 0.000 1.000
Data Index 0.206 0.103 0.000 0.125 0.200 0.275 0.575

Transparency index
Data 0.395 0.490 0.000 0.000 0.000 1.000 1.000
Purpose 0.859 0.349 0.000 1.000 1.000 1.000 1.000
Storage 0.489 0.501 0.000 0.000 0.000 1.000 1.000
Avoid 0.033 0.178 0.000 0.000 0.000 0.000 1.000
Opt-in 0.029 0.168 0.000 0.000 0.000 0.000 1.000
Pseudo 0.014 0.120 0.000 0.000 0.000 0.000 1.000
Third 0.113 0.317 0.000 0.000 0.000 0.000 1.000
Third data 0.498 0.501 0.000 0.000 0.000 1.000 1.000
Transparency Index 0.303 0.175 0.000 0.125 0.375 0.375 0.875
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Table 15: Composition and summary statistics of Data Index and Transparency Index
after the GDPR became binding, n=276.

Statistic Mean SD Min Q1 Median Q3 Max

Data index
Name 0.768 0.423 0.000 1.000 1.000 1.000 1.000
Gender 0.192 0.395 0.000 0.000 0.000 0.000 1.000
Title 0.054 0.227 0.000 0.000 0.000 0.000 1.000
Language 0.014 0.120 0.000 0.000 0.000 0.000 1.000
Identifier 0.105 0.307 0.000 0.000 0.000 0.000 1.000
Password 0.199 0.400 0.000 0.000 0.000 0.000 1.000
Age 0.330 0.471 0.000 0.000 0.000 1.000 1.000
Place of birth 0.123 0.329 0.000 0.000 0.000 0.000 1.000
Address 0.580 0.495 0.000 0.000 1.000 1.000 1.000
E-mail address 0.790 0.408 0.000 1.000 1.000 1.000 1.000
Phone number 0.486 0.501 0.000 0.000 0.000 1.000 1.000
Residence city 0.025 0.158 0.000 0.000 0.000 0.000 1.000
Residence country 0.040 0.196 0.000 0.000 0.000 0.000 1.000
Marital status 0.043 0.204 0.000 0.000 0.000 0.000 1.000
Occupation 0.065 0.247 0.000 0.000 0.000 0.000 1.000
Bank 0.301 0.459 0.000 0.000 0.000 1.000 1.000
PIN 0.011 0.104 0.000 0.000 0.000 0.000 1.000
Income 0.033 0.178 0.000 0.000 0.000 0.000 1.000
Tax residency 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Social security number 0.004 0.060 0.000 0.000 0.000 0.000 1.000
Tax ident number 0.054 0.227 0.000 0.000 0.000 0.000 1.000
Driving license 0.007 0.085 0.000 0.000 0.000 0.000 1.000
Passport, registration 0.116 0.321 0.000 0.000 0.000 0.000 1.000
Graduation, qualification 0.007 0.085 0.000 0.000 0.000 0.000 1.000
Insurance 0.018 0.134 0.000 0.000 0.000 0.000 1.000
IP-address 0.366 0.483 0.000 0.000 0.000 1.000 1.000
GPS, location 0.025 0.158 0.000 0.000 0.000 0.000 1.000
Personal data published 0.185 0.389 0.000 0.000 0.000 0.000 1.000
Personal data transfer 0.163 0.370 0.000 0.000 0.000 0.000 1.000
Social Plugins, third party 0.638 0.482 0.000 0.000 1.000 1.000 1.000
Behavior, usage, movement 0.949 0.220 0.000 1.000 1.000 1.000 1.000
Google Analytics 0.808 0.395 0.000 1.000 1.000 1.000 1.000
Health 0.014 0.120 0.000 0.000 0.000 0.000 1.000
Religion 0.007 0.085 0.000 0.000 0.000 0.000 1.000
Nationality 0.101 0.302 0.000 0.000 0.000 0.000 1.000
Picture 0.087 0.282 0.000 0.000 0.000 0.000 1.000
Conversation record 0.011 0.104 0.000 0.000 0.000 0.000 1.000
Signature 0.007 0.085 0.000 0.000 0.000 0.000 1.000
Data Index 0.237 0.098 0.000 0.169 0.225 0.300 0.550

Transparency index
Data 0.279 0.449 0.000 0.000 0.000 1.000 1.000
Purpose 0.920 0.271 0.000 1.000 1.000 1.000 1.000
Storage 0.406 0.492 0.000 0.000 0.000 1.000 1.000
Avoid 0.007 0.085 0.000 0.000 0.000 0.000 1.000
Opt-in 0.051 0.220 0.000 0.000 0.000 0.000 1.000
Pseudo 0.051 0.220 0.000 0.000 0.000 0.000 1.000
Third 0.076 0.266 0.000 0.000 0.000 0.000 1.000
Third data 0.569 0.496 0.000 0.000 1.000 1.000 1.000
Transparency Index 0.295 0.158 0.000 0.125 0.250 0.375 0.875
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