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The Null Result Penalty 
 
 

Abstract 
 
We examine how the evaluation of research studies in economics depends on whether a study 
yielded a null result. Studies with null results are perceived to be less publishable, of lower quality, 
less important, and less precisely estimated than studies with significant results, even when 
holding constant all other study features, including the precision of estimates. The null result 
penalty is of similar magnitude among PhD students and journal editors. The penalty is larger 
when experts predict a large effect and when statistical uncertainty is communicated with p-values 
rather than standard errors. Our findings highlight the value of pre-results review. 
Keywords: null results, publication bias, learning, information, scientific communication. 
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1 Introduction

The scientific method is characterized by researchers testing hypotheses with empirical
evidence (Popper, 1934). Evidence accumulates with the publication of studies in
scientific journals. Scientific progress thus requires a well-functioning publication
system that evaluates research studies without bias. However, the publication system
may favor research studies reporting large and statistically significant results over
research papers documenting small results that are not statistically significant (Camerer
et al., 2016; Simonsohn et al., 2014). Selection of this type can lead to biased estimates
and misleading confidence sets in published studies (Andrews and Kasy, 2019) and has
led to a call for changes to the publication system (Camerer et al., 2019; Kasy, 2021;
Miguel, 2021).

In this paper, we investigate whether there is a penalty in the publication system for
research studies with null results and, if so, what mechanisms can explain the penalty.
To address these questions, we conduct an experiment with about 500 researchers
from the leading top 200 economics departments in the world. Our main treatment
varies whether a research study reports a statistically significant main finding. Studies
that obtain or do not obtain statistically significant results might differ systematically
in important dimensions. For instance, studies that obtain statistically significant
results might, on average, have higher statistical precision of the estimates, making
a statistically significant effect more likely. To study whether there is a penalty for
null results, we therefore rely on an experimental approach that holds all other study
characteristics constant. In the main experiment, we present participants with four
hypothetical vignettes that are based on actual research studies but modified for the
purposes of the experiment. For each of the four vignettes, we randomize whether the
point estimate of the main treatment effect was sizable and statistically significant or
close to zero and not statistically significant. We keep the standard error of the main
finding constant across treatments such that null findings are not associated with a lower
statistical precision of the estimates.

To examine how the evaluation of research studies depends on expert priors (DellaV-
igna et al., 2019), we cross-randomize whether the vignette includes an expert forecast
of the treatment effect. For vignettes including an expert forecast, we further randomize
whether the experts predict a null or a non-null result. To examine whether a potential
penalty for null results depends on the communication of the statistical uncertainty
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of the main result, we cross-randomize at the respondent level whether the statistical
precision of the main finding is communicated in terms of p-values or the standard
error of the estimate. Finally, to obfuscate the purpose of the experiment, we further
cross-randomize a series of other salient study characteristics, including the seniority of
the research team and their university affiliations.

Our main outcome of interest are beliefs about the publishability of the research
studies. We elicit these beliefs by asking respondents how likely they think it is that
the study in question would be published in a specific journal. We cross-randomize at
the vignette level whether the journal in question is a general-interest journal or a field
journal. To examine mechanisms, we further elicit private beliefs about the quality and
importance of the study as well as beliefs about other researchers’ evaluation of the
quality and importance of the study.

We document that studies with a null result are perceived to be less likely to be
published, of lower quality, and of lower importance than studies with statistically
significant results even when holding constant all other study features, including the
statistical precision of estimates. Specifically, our respondents associate null result
studies with a 14.1 percentage point (or 24.9%) lower chance of being published (95%
C.I. [-16.2,-11.9]; p < 0.001) as well as 37.3% of a standard deviation lower quality
(95% C.I. [-49.6,-25]; p < 0.001) and 32.5% of a standard deviation lower importance
(95% C.I. [-43,-21.9]; p < 0.001). Our respondents also think that other researchers
would associate studies yielding a null result with 46% of a standard deviation lower
quality (95% C.I. [-58.1,-33.8]; p < 0.001) and 41.7% of a standard deviation (95% C.I.
[-52.6,-30.7]; p < 0.001) lower importance.

The null result penalty is of similar magnitude for various subgroups of researchers,
from PhD students to journal editors. This suggests that the null result penalty is not an
artifact of inexperience with the publication process itself. Rather, we find that even
highly cited researchers and editors of scientific journals perceive studies with null
results to be less publishable, of lower quality, and less important.

A longstanding concern in the academic community is that an excessive focus on
p-values could amplify problems related to the reproducibility and replicability of
scientific findings (Camerer et al., 2016; Wasserstein and Lazar, 2016). To examine
the potential role of how we communicate statistical uncertainty in research studies,
we examine heterogeneity in treatment effects by whether respondents were given
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information about the p-value or the standard error of the main estimate presented in
the vignettes. We find that the null result penalty is 3.7 percentage points (or about
30%) larger when the main results are reported with p-values (95% C.I. [-7.9,0.60];
p = 0.092). Moreover, reporting results with p-values instead of the standard error
further leads our respondents to associate a null result study with 34.4% of a standard
deviation lower quality (95% C.I. [-58.3,-10.4]; p = 0.005) and also makes them think
that other researchers will associate the study with 36.2% of a standard deviation lower
quality (95% C.I. [-59.8,-12.6]; p = 0.003).

The null result penalty can lead to biased estimates and misleading confidence sets
in published studies (Andrews and Kasy, 2019). However, such a null result penalty
might be optimal depending on the social objectives underlying the publication process.
For example, if the decision of which studies to publish is driven by a desire to maximize
policy impact, Frankel and Kasy (2022) formally show that this prescribes a benchmark
publication rule that favors research studies with surprising findings relative to the prior
in the literature.1 To test whether this can explain our results, we examine heterogeneity
in treatment effects by whether the null result is in line with expert forecasts. First, we
find that the null result penalty is unchanged when respondents additionally receive
an expert forecast predicting a null result rather than not receiving an expert forecast.
Second, we find that the negative effect of null results on publishability is aggravated
when a null result is at odds with expert forecasts: Respondents evaluate a study with a
null result as having a further 6.3 percentage points lower chance of being published
(95% C.I. [-11.4,-1.1]; p = 0.018). These patterns are inconsistent with the conjecture
that respondents believe that the publication process favors research findings with
surprising results. In addition, receiving an expert forecast predicting a large effect
does not differentially affect perceptions of quality (95% C.I. [-40.9,24.2]; p = 0.615).
This suggests that respondents do not make differential inferences about unobservable
study characteristics when receiving different expert forecasts, but instead believe that
surprising null results are more severely punished in the publication process.

Finally, we conduct an additional experiment with PhD students and early career
researchers in which we test whether individuals perceive studies with null results as
less precisely estimated even when these studies have the same statistical precision as
studies with larger and statistically significant effects. We employ the same vignettes as
in the main experiment, but replace the questions about quality and importance with a

1Abadie (2020) shows that failure to reject a null hypothesis is very informative in many settings.
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question about the perceived precision of the main result. PhD students and early career
researchers associate studies with null results with 19.8 percentage point (or 32.5%)
lower chance of being published (95% C.I. [-24.3,-15.2]; p < 0.001). Furthermore, they
associate studies with null results with a 126.7% of a standard deviation lower precision
(95% C.I. [-155.2,-98.2]; p < 0.001). Given that we fixed respondents’ beliefs about
the standard error of the treatment effect, this finding is inconsistent with Bayesian
explanations of learning about unobservables and instead suggests that researchers may
use simple heuristics to assess the statistical precision of findings. In particular, the data
indicates that researchers might penalize null results in the publication system partly
because of errors in statistical reasoning.

Our study relates to a growing literature on the publication process (Card and
DellaVigna, 2013, 2020; Card et al., 2020; Frankel and Kasy, 2022; Kasy, 2019) and in
particular publication bias (Brodeur et al., 2016, 2020; Dwan et al., 2008; Franco et al.,
2014; Gerber et al., 2008; Ioannidis, 2005).2 This literature has examined the extent to
which null results are less likely to be published (Simonsohn et al., 2014). Brodeur et al.
(2016) study the distribution of p-values in published papers. Their accounting exercise
showcases a missing mass of p-values between 0.25 and 0.10 and an excess mass just
below the 0.05 significance threshold, consistent with either researchers selectively
reporting research findings or studies with marginally significant results being favored
in the peer review system. Brodeur et al. (2021) show that initial submissions display
significant bunching in p-values, suggesting the abnormal distribution among published
statistics is at least in part a result of researchers being selective in terms of which
findings to write up and submit for publication. Yet, Brodeur et al. (2021) also show that
reviewer recommendations are affected significantly by statistical thresholds, consistent
with marginally significant results being favored in the peer review system.3

We contribute to this literature by studying mechanisms underlying publication bias
in tightly controlled, large scale experiments with hypothetical vignettes, circumventing
the potential confound that studies that obtain large and statistically significant results
might be systematically different from studies with small and not statistically significant

2A related literature has examined the replicability of research findings (Camerer et al., 2016, 2018)
and has discussed research transparency efforts (Christensen et al., 2019).

3The influence of null results on the publishability of studies has also been examined in medicine
and other social sciences, though not with a focus on uncovering the mechanisms behind a null result
penalty. Emerson et al. (2010) and Elson et al. (2020) examine publication bias using audit studies with
medical scientists and psychologists, respectively. Berinsky et al. (2021) employ conjoint experiments
with a sample of political scientists, focusing on publication biases in the context of replication studies.
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results. This approach allows us to flexibly control for a variety of study features,
specifically to hold constant issues related to the selection of papers up until the
submission stage and to identify a null result penalty conditional on papers being
submitted for publication. We also examine mechanisms underlying the null result
penalty with rich data on how null results shape perceptions of the quality, importance,
and precision of the studies. Our finding that studies with null results are perceived
to be more noisily estimated suggests some role for errors in statistical reasoning in
explaining the null result penalty. Finally, our experimental approach also allows us to
study potential measures to mitigate the null result penalty, such as providing expert
forecasts and expressing statistical uncertainty in terms of standard errors rather than
p-values.

Finally, our paper relates to a descriptive literature on the beliefs and reasoning of
academic experts (Andre and Falk, 2021; Andre et al., 2022a,b; Casey et al., 2012;
DellaVigna and Pope, 2018; Dreber et al., 2015) and policymakers (Hjort et al., 2021;
Vivalt and Coville, 2020, 2019). We assess how academic economists’ perceptions of
the publishability, quality, importance, and precision of research studies hinge on the
results of the study.

2 Experimental design and data

2.1 Sample

In April and May 2022, we invited 14,087 academic researchers in the field of economics
affiliated with one of the top 200 institutions according to RePEc (as of March 2022) to
participate in a 10-minute online survey. In total, 480 researchers follow our invitation
and complete the online survey, implying an overall response rate of 3.4%.

Table B.1 provides relevant summary statistics for this sample of academic experts.
Reflecting imbalances in the wider profession, our sample is not gender-balanced with
a male share of 78.0%. 24.4% of our respondents are PhD students. Respondents
with a PhD in our sample graduated 14.8 years ago on average (as of 2022). In line
with most top 200 economics departments being located in Europe and North America,
the large majority of our respondents are based at institutions in Europe (54.4%) and
North America (40.6%). Many of our respondents have substantial experience as both
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producers and evaluators of academic research. Our respondents have on average 1.3
research articles published in one of the “top five” economics journals (the American
Economic Review, Econometrica, the Journal of Political Economy, the Quarterly
Journal of Economics, and the Review of Economic Studies). Their work is also
highly cited. The average (median) h-index among our respondents with a Google
Scholar profile is 17.2 (11.5). Furthermore, their average (median) total citations are
4,348.3 (845.5). Our respondents have on average refereed for 1.2 of the top five
economics journals. Furthermore, sizable fractions of our respondents are currently
an editor (7.2%) or an associate editor (12.7%) of a scientific journal. These summary
statistics underscore that our sample is mostly comprised of experienced researchers
with substantial academic impact in the field of economics. Our respondents also have
experience in different subfields of economics, including labor economics (21.1%),
econometrics (14.1%), development economics (17.9%), political economy (16.7%),
finance (10.5%), behavioral economics (9.1%), and macroeconomics (14.1%).

Pre-specification The data collections were pre-registered in the AsPredicted registry
(#95235 and #96599). We pre-specified the sampling procedure, the main outcomes of
interest, the main right-hand-side variable of interest, as well as the baseline specifica-
tions. The pre-analysis plans can be found in Section E of the Online Appendix.

2.2 Design

Baseline design We created five hypothetical vignettes describing different research
studies. Each vignette is loosely based on an actual research paper in economics.
The vignettes draw on a variety of different fields (labor, education, economic history,
behavioral economics, development economics, and household finance) and methods
(randomized controlled trials, regression discontinuity design, and online experiments).
Table B.2 provides a summary of the characteristics of the studies used for the different
vignettes.

All of the vignettes follow the same structure. We first describe some background
information about the study and introduce the research question. We next outline the
key features of the research design, including details about the main treatment variation
and the primary outcome of interest. For studies without a reduced form effect of direct
interest, a relevant first stage is necessary to judge the quantitative importance of the
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main finding. In such cases, we provide information about the size of the first stage
before presenting the main result to respondents. Furthermore, in the context of natural
research designs such as regression discontinuity design, we also provide information
about the validity of the identifying assumptions before presenting the main result. The
baseline instructions for one of the vignettes are as follows:

Background and study design: 3 Professors from Brown University con-
ducted an RCT in Texas in the years 2015–2019. The purpose of the RCT
was to examine the effects of a randomly assigned $8,000 merit aid pro-
gram for low-income students on the likelihood of completing a bachelor’s
degree.

The researchers worked with a sample of 1,188 high school graduates from
low-income, minority, and first-generation college households. 594 of
those students were randomly assigned to receive $8,000 in merit aid for
one year, while the remainder of the students did not receive any additional
aid.

Null result treatment We next provide respondents with information on the main
result of the study (randomized at the respondent-vignette level): Half of the respondents
are informed that the study had a main effect close to zero (null result treatment),
while the other half of respondents are informed that the study had a sizable main
effect (significant result treatment). Importantly, while we vary the point estimate
between treatments, we keep the sample size and the standard error of the estimate
constant across treatments. We construct the standard errors such that the main effect is
not statistically significant in the null result treatment and statistically significant (at
conventional significance thresholds) in the significant result treatment.4

For instance, in the vignette on merit aid for low-income students discussed above,
respondents in the null result [significant result] treatment receive the following instruc-
tions:

Main result of the study: The treatment increased the completion rate of
a 4-year bachelor’s degree by 1.1 [6.6] percentage points (standard error
2.9) compared to a control mean of 17 percent.

4Section C of the Online Appendix contains a full description of the data generating process that we
used to generate the numerical values for the vignette features that we vary experimentally.
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We randomly assign respondents to assess four of the five vignettes we designed,
generating data at the vignette-respondent level and within-respondent variation in the
statistical significance of the displayed treatment effect estimate. We also randomize
the order of vignettes.

Expert predictions We cross-randomize at the respondent-vignette level whether
we provide respondents with expert predictions of the main treatment effect estimate,
allowing us to examine whether the evaluation of studies with null results depends on
whether the result is surprising to experts or in line with expert predictions.5 Specifically,
one-third of the vignettes do not include any expert forecast. For the remaining two-
thirds of the vignettes, half include a high expert forecast and half include a low expert
forecast. We construct the low and high expert forecasts such that they are close, but not
identical, to the magnitude of the coefficient estimate in the null result and significant

result treatment, respectively. We also provide the standard deviation of the expert
forecast to communicate the degree of disagreement among experts. To ensure that the
main result of the study is informative from a Bayesian perspective, we set the standard
deviation of the expert forecasts to be two to three times the standard error of the point
estimate in each vignette.6

In the context of the vignette on merit aid for low-income students, respondents
assigned to the high [low] expert prediction receive the following instructions:

Expert prediction: 24 experts in this literature received the control mean
and the same background and study design information as shown to you
above. The experts on average predicted a treatment effect of 5.7 [0.2]
percentage points. The standard deviation of the expert forecasts was 3.2.

Communication treatment A common view in the academic community is that an
excessive focus on p-values might amplify problems related to the reproducibility and
replicability of scientific findings (Camerer et al., 2016; Wasserstein and Lazar, 2016).
To examine how the communication of statistical uncertainty affects the evaluation of

5Expert priors have been argued to be a potential remedy against a null result penalty and are by now
increasingly used in social science research (DellaVigna et al., 2019).

6This ensures that the findings from the study in each vignette are valuable in that they either lead to
movement of the posterior mean or a substantial reduction in the uncertainty of the posterior belief about
the true effect size.
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studies with null results, we also cross-randomize whether the statistical uncertainty
of the main finding is communicated in terms of the p-value or the standard error of
the main treatment effect. To minimize the scope for experimenter demand effects (de
Quidt et al., 2018), we cross-randomized this feature between respondents.

In the context of the vignette on merit aid for low-income students, respondents assigned
to the p-value treatment [standard error treatment] and the null result treatment receive
the following instructions:

Main result of the study: The treatment increased the completion rate
of a 4-year bachelor’s degree by 1.1 percentage points (p-value = 0.73)
[(standard error 2.9)] compared to a control mean of 17 percent.

Obfuscation treatments We further cross-randomize two additional features for
each vignette. First, we vary the seniority of the researchers conducting the study.
Respondents assessing a given vignette are either informed that the study was carried
out by a group of professors or a team of PhD students. Second, we vary the rank of the
institution to which the researchers conducting the study are affiliated.7 The obfuscation
treatments are featured at the beginning of each vignette to increase their salience.

The main purpose of these cross-randomized conditions is to obfuscate the study
purpose to reduce concerns about experimenter demand and related social desirability
effects (Haaland et al., 2021). This additional within-respondent variation substantially
increases the difficulty to correctly guess the true purpose of our research study as
respondents only observe variation in vignette features for a relatively small number
of vignettes. For instance, by making the university affiliation and the seniority of
the research team salient, respondents could have guessed that we wanted to study
discrimination against younger researchers or researchers from lower-ranked institutions
in the publication process.

2.3 Main outcomes

After the presentation of each vignette, we ask our respondents three questions. Our
main outcome of interest are researchers’ perceptions of the likelihood that the study

7Table B.2 provides the details.
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would eventually be published in a given journal. For each study, we cross-randomize
whether the journal is a general interest journal or a relevant field journal.8 For example,
for the vignette on merit aid for low-income students, we cross-randomize whether
respondents estimate the likelihood that the paper will eventually be published in the
Economic Journal or the Journal of Human Resources. The exact wording of this
question is as follows: “If this study was submitted to the Economic Journal, what do
you think is the likelihood that the study would eventually be published there?” To
answer this question, respondents move a slider between 0 and 100.

We then measure respondents’ first- and second-order beliefs either about the
quality of the research study (quality condition) or the importance of the research
study (importance condition). We measure first-order beliefs to understand participants’
private assessment of the research studies. The data on second-order beliefs allows us to
shed light on a potential wedge between private beliefs and the perceived beliefs of other
researchers in the field. To reduce concerns about survey fatigue, we cross-randomize
at the respondent level whether respondents are asked about quality or importance. For
respondents in the quality condition, we elicit respondents’ perceptions of the quality
of the study using a scale from 0 to 100, where 0 is “lowest possible quality” and
100 is “highest possible quality.” We measure second-order beliefs by asking each
respondent to imagine that researchers in this field participated in an anonymous online
survey and were asked to evaluate the quality of the study on the same 100-point scale.
We then ask respondents what quality rating they would expect these researchers to
give to the study on average. For researchers in the importance condition, we elicit
respondents’ perceptions of the importance of the study using a scale from 0 to 100,
where 0 is “lowest possible importance” and 100 is “highest possible importance.” We
then measure beliefs about other researchers’ assessment of the importance of the
research study using a similar wording as in the quality condition.

8See Table B.2 for an overview of the journals used.
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3 Main results

3.1 Econometric specification

To estimate the effect of the null result treatment on researchers’ evaluations of the
research studies presented in our vignettes, we estimate the following specification
using OLS:

yiv = α +βnull resultiv +X ′ivγ +δv + τi + εiv (1)

where “null resultiv” is a binary indicator taking value one if respondent i learns that
the main treatment effect estimate in vignette v is not statistically significant, and
zero otherwise; Xiv is a vector of binary indicators for the other cross-randomized
treatment conditions; δv is a vignette fixed effect; and τi is a respondent fixed effect.
For inference, we use robust standard errors clustered at the respondent level. When
exploring heterogeneous treatment effects based on the other cross-randomized features,
we additionally include all interaction terms between the null result indicator and the
set of indicators Xiv for all other cross-randomized features.

3.2 Main treatment effects

Table 1 shows the effects of the null result treatment on our main outcomes of interest.
As shown in column 1, respondents assigned to the null result treatment indicate that
the studies have a 14.1 percentage point lower probability of being published (95%
C.I. [-16.2,-11.9]; p < 0.001). This effect size corresponds to a 24.9% reduction in
perceived publication chances.

Column 2 shows the effects on private beliefs about the quality of the studies.
Respondents in the null result treatment associate the studies with 37.3% of a standard
deviation lower quality (95% C.I. [-49.6,-25]; p < 0.001). Furthermore, as shown in
column 3, respondents in the null result treatment similarly think that other researchers
would associate the studies with 46% of a standard deviation lower quality (95% C.I.
[-58.1,-33.8]; p < 0.001).

Columns 4 and 5 also show sizable treatment effects on the perceived importance of
the studies. Respondents in the null result treatment associate the studies with 32.5%
of a standard deviation lower importance (95% C.I. [-43,-21.9]; p < 0.001) and think
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other researchers would associate the studies with 41.7% of a standard deviation lower
importance (95% C.I. [-52.6,-30.7]; p < 0.001).

Robustness The treatment effects are robust to alternative approaches of analyzing
the data. Panel B of Table 1 shows that we get virtually identical results when excluding
individual-level fixed effects.9 Moreover, Figure B.1 shows that treatment effects are
homogeneous across the vignettes, suggesting that the null result penalty is not specific
to any particular vignette.

Furthermore, Table B.3 shows that we obtain quantitatively similar point estimates
if we restrict the sample to the first, randomly selected vignette presented to each
respondent. This robustness check exploits only the between-subject variation in
treatment assignment from the first vignette, which addresses several concerns. First,
it mitigates the potential concern that respondents might be more likely to guess the
researchers’ hypothesis in the process of seeing multiple vignettes. Second, respondents’
attention and effort might be somewhat higher at the beginning of the survey. Using
only variation from the first vignette thus mitigates concerns that respondents’ response
behavior could increasingly rely on heuristics—such as focusing on the statistical
significance of findings—at later stages in the survey.10

As discussed in Section 2.1, there is substantial heterogeneity in experience with the
production and evaluation of research studies among our respondents. In Figure B.2,
we show that our treatment effects are similar across different subgroups. In particular,
the null result penalty is of similar magnitude among experienced researchers, such
as editors or those with above median number of citations on Google Scholar, and
less experienced researchers, such as respondents with below median citations and
PhD students. We also see similar treatment effects among males and females and
depending on whether respondents have published in one of the top five economics
journals. The lack of heterogeneous effects across different subgroups underscores that
the null result penalty is applied broadly across the profession and is not driven by,
for instance, a set of inexperienced researchers with less influence in the publication
process. Furthermore, as shown in Figure B.3, we also see that the null result penalty is
homogeneous across different fields of specialization, including among respondents

9In contrast to the main specification, this specification also uses respondents who are always shown
studies with null results and those always exposed to studies with non-null results.

10Treatment effects do not interact with the order of the vignette presented (p = 0.660).
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who specialize in econometrics. Finally, we find a similar null result penalty for field
journals and for general interest journals (as shown in Table B.4).

3.3 Do p-values aggravate the null result penalty?

To test whether the presentation of results affects the penalty for studies with null
results, we vary between respondents whether the statistical uncertainty associated
with the main effect is communicated in terms of standard errors or p-values. Column
1 of Table 2 shows that communicating the results in terms of p-values rather than
standard errors further decreases the perceived publishability and quality of research
papers reporting main findings that are not significant. These effects are substantial:
The null result penalty on perceived publishability is 3.7 percentage points higher
when results are presented in terms of p-values rather than standard errors (95% C.I.
[-7.9,0.60]; p = 0.092). Similarly, when the results are presented displaying p-values
instead of standard errors, the negative effects of the null result treatment on both
first-order beliefs about quality and beliefs about others’ quality assessment are further
increased by 37.3% of a standard deviation (95% C.I. [-49.6,-25]; p < 0.001) and
46% of a standard deviation (95% C.I. [-58.1,-33.8]; p < 0.001), respectively. This
evidence suggests that individuals may rely on simple heuristics to evaluate research
results, consistent with cognitive constraints playing an important role (Benjamin et al.,
2013).11

4 Mechanisms

4.1 Do people prefer publishing surprising findings?

The scarcity of available journal space necessitates the adoption of publication rules
that maximize a chosen social objective. While several social objectives are plausible, a
key trade-off arises between the objective of maximizing the policy impact of published
studies and the goal of maintaining the validity of statistical inference about true effect
sizes based on published studies: Maximizing the policy impact of published findings
requires the publication process to favor research studies that are “surprising” relative

11Respondents in the p-value treatment do not learn about the standard error, but could in principle
back out the standard error implied by the coefficient estimate and the associated p-value.
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to the profession’s prior, while maintaining valid inference requires that the publication
process does not condition publication on the statistical significance of a study’s findings
(Frankel and Kasy, 2022).

One could thus potentially rationalize the null result penalty if referees and editors
mainly care about the policy impact of published studies. If respondents perceive such
a preference to be common, the null result penalty we document in the previous section
should be more severe for null results that are predicted by experts, and attenuated for
those null results that are in conflict with expert priors.

To test this conjecture, we examine heterogeneity in null result penalties by whether
the experts predicted a null result or not. Table 2 shows interaction effects between the
null result treatment and treatment indicators for being shown a high expert forecast or
a low expert forecast. As shown in column 1, respondents provided with a low expert
forecast instead of no expert forecast do not differentially update their beliefs about the
publishability of the study in a statistically significant way (95% C.I. [-6.7,3]; p = 0.451).
In contrast, respondents in the null result treatment who receive the high expert forecast
instead of no expert forecast think the studies have a 6.3 percentage points lower
chance of being published (95% C.I. [-11.4,-1.1]; p = 0.018).12 In other words, the
effect of the null result treatment on perceived publishability is even exacerbated when
the null result is at odds with expert predictions, suggesting that respondents do not
perceive surprising results to be rewarded in the publication process. In addition,
receiving an expert forecast predicting a large effect does not significantly differentially
affect perceptions of quality (95% C.I. [-40.9,24.2]; p = 0.615). This suggests that
respondents do not make differential inferences about unobservable study characteristics
when receiving different expert forecasts, but instead believe that surprising null results
are more strongly discounted in the publication process. Naturally, the conclusions
from this analysis are somewhat more suggestive as the interaction effects between
expert predictions and the null result treatment are more noisily measured than the main
effect.

Our findings suggest that people perceive the publication process not to be perfectly
in line with either of the two objectives outlined above. First, the substantial perceived
penalty against null results is at odds with the objective of valid inference about true
effect sizes based on published studies. Second, our participants believe that “surprising”

12The two interaction effects are marginally significantly different from each other (p = 0.073).
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null results—i.e., null findings in contexts where experts predict a large treatment
effect—have lower publication prospects compared to unsurprising nulls. This is the
opposite of what the maximization of policy impact would prescribe (see Frankel and
Kasy (2022) for a formalization). Taken together, this suggests that a mechanism in
which the publication process rationally maximizes a social objective that requires a
null result penalty is unlikely to explain the patterns in our data.

4.2 Learning about unobservables?

One explanation for the null result penalty is based on inference about the quality of a
study. For such a mechanism to operate, we need two ingredients. First, researchers
can only imperfectly observe the quality of a research study, where quality determines
the likelihood of uncovering the true effect size. Second, researchers start from the
prior that favors a positive and significant effect. Observing a null result will then cause
a Bayesian to infer that the research study is more likely to be of low quality (which
we formally show in Appendix Section A). Consistent with this account, we find that
participants negatively update about the quality of research studies with null results
(as shown in Table 1), suggesting that our participants start from a prior that there is
a causal relationship. We also find that receiving an expert forecast predicting a large
effect rather than no effect aggravates the null result penalty (column 1 of Table 2).
This suggests that participants internalize the information about the expert predictions
to some degree. However, if people start from a prior favoring an effect, a Bayesian
mechanism would predict that null results should be evaluated more favorably when
experts predict no effect—the opposite of what we find. In addition, we find that, if
anything, participants update somewhat more negatively about the quality of research
studies with unsurprising nulls compared to surprising nulls. While these effects are
somewhat noisily estimated, they are directionally at odds with rational inference about
unobserved study characteristics.

Heterogeneity by priors about quality One potential way to assess whether partici-
pants draw inference about unobservable study characteristics is to look at heteroge-
neous effects of study features that affect the dispersion of priors about quality. In
particular, it is plausible that respondents have more diffuse priors about the quality
of research studies conducted by researchers who are affiliated with lower-ranked in-
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stitutions or those who have less research experience. The Bayesian prediction would
thus be that researchers should update more strongly about the quality of a study if the
authors are either affiliated with lower-ranked institutions or of lower seniority.

We find that researchers expect articles of PhD students and researchers from
lower-ranked universities to be less likely to be published even though they do not
perceive any quality differences (Table B.4). Yet, we find only muted interaction effects
between the null result treatment and being a PhD student or being affiliated with a
lower-ranked university on our main outcomes of interest (see column 1 of Table B.4).
The lack of heterogeneous treatment effects thus provides suggestive evidence against
learning about unobservables playing a quantitatively important role, though naturally
the heterogeneous effects are less precisely estimated compared to the main effects.

4.3 Perceived statistical precision

To examine mechanisms, we conducted an additional experiment to examine whether
beliefs about the statistical precision of a study depend on whether the study yielded a
null result while holding constant information about the actual precision of the estimate.

Sample In May 2022, we invited 509 graduate students and early career researchers
in the field of economics to participate in a 10-minute online survey. In total, 95
graduate students and early career researchers follow our invitation and complete the
survey, implying a response rate of 17%. These respondents are affiliated with one of
the following institutions: University of Oxford, Universitat Pompeu Fabra, University
of Cologne, University of Bonn, NHH Norwegian School of Economics, and the
University of Zurich.

Design We examine whether researchers perceive studies with null results to be
less precisely estimated, even when they are provided with the standard error of the
estimate. The design is identical to our main experiment except for two differences.
First, respondents are asked to rate the statistical precision of the main result on a
5-point Likert scale ranging from (1) Very imprecisely estimated to (5) Very precisely

estimated. This measure of perceived statistical precision replaces the questions on
perceived quality and importance of the study from the main experiment. Second,
respondents are shown all five vignettes.
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Results Panel A of Table B.5 presents treatment effects on our key outcomes of
interest. First, as shown in column 1, we replicate our main finding that research studies
with null results are perceived to be less publishable: Respondents in the null result

treatment think that the studies have a 19.8 percentage point lower probability of being
published (95% C.I. [-24.3,-15.2]; p < 0.001), corresponding to a 32.5% reduction in
perceived publication chances. Second, column 2 provides support for the hypothesis
that null results lead respondents to associate the corresponding studies with lower
statistical precision: Even though we keep the sample size and standard errors constant
across conditions, respondents in the null result treatment associate the research studies
with 126.7% of a standard deviation lower statistical precision (95% C.I. [-155.2,-98.2];
p < 0.001).

Is the null result penalty a bias? The evidence on the perceived statistical precision
is inconsistent with Bayesian explanations of learning about unobservables and suggests
that at least some of the penalty may be driven by a bias. Researchers’ beliefs about
the precision of coefficient estimates are thus influenced by the coefficient’s statistical
significance, even though standard errors are identical. These findings suggest that
researchers may use simple heuristics to assess the statistical precision of estimates.

5 Conclusion

We show that research studies with null results are perceived to be less publishable,
of lower quality, of lower importance, and less precisely estimated than studies with
large and statistically significant results, even when holding constant all other study
features, including the statistical precision of estimates. The null result penalty is
even larger when experts predict a non-null result, inconsistent with people perceiving
the publication process to favor surprising results. Communicating the statistical
uncertainty of study results in terms of p-values rather than standard errors further
decreases the perceived publishability and quality of research papers with findings that
are not statistically significant.

Our findings highlight the potential value of pre-results review in which the decision
on publication is taken before the empirical results are known (Bogdanoski et al., 2020;
Camerer et al., 2019; Kasy, 2021; Miguel, 2021). Our results also suggest that journals
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should provide referees with additional guidelines on the evaluation of research by
highlighting the informativeness and importance of null results (Abadie, 2020). Finally,
one practical implication of our study is that communicating statistical uncertainty
of estimates in terms of standard errors rather than p-values might help to counteract
potential errors in statistical reasoning.
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Main figures and tables

Table 1: Main results

Publishability Quality (z-scored) Importance (z-scored)

(1) (2) (3) (4) (5)
Beliefs

in percent
First-order

beliefs
Second-order

beliefs
First-order

beliefs
Second-order

beliefs

Panel A: Fixed effects

Null result treatment -14.058*** -0.373*** -0.460*** -0.325*** -0.417***
(1.090) (0.062) (0.062) (0.054) (0.056)

Panel B: No individual FE

Null result treatment -14.474*** -0.401*** -0.455*** -0.305*** -0.367***
(1.224) (0.069) (0.072) (0.062) (0.069)

Observations 1,920 920 920 1,000 1,000

Note: The table shows regression estimates of our treatment effects on our key outcomes of interest. The
data set is at the vignette-respondent level and contains four observations for each respondent. “Null
result treatment” is a treatment indicator taking the value one if the vignette included a low treatment
effect estimate (a null result) and zero if it included a high treatment effect estimate. The regressions in
Panel A (Panel B) include (do not include) individual-level fixed effects. All regressions in both panels
include treatment indicators for the cross-randomized conditions in addition to vignette-level fixed effects.
Standard errors are clustered at the individual level.

* p < 0.10, ** p < 0.05, *** p < 0.01. Standard errors in parentheses.
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Table 2: Main results: Heterogeneity by expert forecasts and statistical communication

Publishability Quality (z-scored) Importance (z-scored)

(1) (2) (3) (4) (5)
Beliefs

in percent
First-order

beliefs
Second-order

beliefs
First-order

beliefs
Second-order

beliefs

Panel A: Fixed effects

Null result treatment -11.072*** -0.029 -0.219 -0.330** -0.390***
(2.681) (0.151) (0.160) (0.132) (0.135)

Null result × Low expert forecast -1.862 -0.169 0.130 0.030 0.058
(2.470) (0.162) (0.159) (0.120) (0.117)

Null result × High expert forecast -6.251** -0.083 0.033 0.048 -0.025
(2.632) (0.165) (0.152) (0.124) (0.127)

Null result × P-value framing -3.652* -0.344*** -0.362*** -0.021 0.049
(2.164) (0.122) (0.120) (0.109) (0.112)

Panel B: No individual FE

Null result treatment -11.161*** -0.004 -0.126 -0.412** -0.464**
(3.063) (0.172) (0.186) (0.168) (0.181)

Null result × Low expert forecast -1.022 -0.196 0.062 0.135 0.107
(2.937) (0.166) (0.185) (0.150) (0.161)

Null result × High expert forecast -7.744*** -0.273 -0.303* 0.110 0.078
(2.853) (0.168) (0.179) (0.152) (0.161)

Null result × P-value framing -4.951** -0.291** -0.272* 0.136 0.086
(2.425) (0.136) (0.141) (0.124) (0.134)

Observations 1,920 920 920 1,000 1,000

Note: The table shows regression estimates of our treatment effects on our key outcomes of interest. The data set
is at the vignette-respondent level and contains four observations for each respondent. “Null result treatment” is
a treatment indicator taking the value one if the vignette included a low treatment effect estimate (a null result)
and zero if it included a high treatment effect estimate. “Low expert forecast” and “High expert forecast” are
treatment indicators taking the value one if the group of experts predicted, respectively, a low or high treat-
ment effect estimate (and zero otherwise). “P-value framing” is a treatment indicator taking the value one if
the vignette treatment effect had an associated p-value and zero if had an associated standard error estimate.
The regressions in Panel A (Panel B) include (do not include) individual-level fixed effects. All regressions in
both panels include treatment indicators for the cross-randomized conditions fully interacted with “Null result
treatment” in addition to vignette-level fixed effects (the interactions for all the cross-randomized conditions
with individual-level fixed effects are shown in Table B.4). Standard errors are clustered at the individual level.

* p < 0.10, ** p < 0.05, *** p < 0.01. Standard errors in parentheses.
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Section A presents theoretical results.

Section B contains additional figures and tables.

Section C provides a description of how we obtained the numerical features that vary
across experimental conditions in our vignettes.

Section D provides screenshots of the experimental instructions.

Section E includes the pre-analysis plans from the AsPredicted registry.

1



A Theoretical framework: Updating about quality

We briefly formalize a Bayesian mechanism where researchers update negatively about
the quality of studies with null findings.

A research study tests whether there is a causal relationship between two variables
X and Y . Let ω ∈ {0,1} denote whether there is a causal relationship (ω = 1) or not
(ω = 0). An observer has a prior belief p = P(ω = 1) ∈ (0,1) that there is a causal
relationship. The research study generates a binary signal s ∈ {0,1}, e.g. whether the
estimate of the causal relationship is statistically significantly different from zero.

Research studies differ in their characteristics (θobs,θ). Here, θobs denotes charac-
teristics that are perfectly observed such as the sample size; and θ denotes unobserved
quality, such as the clarity of the experimental instructions. These study characteristics
determine the precision of the signal provided by a research study:

P(s = 1|ω = 1,(θobs,θ)) = P(s = 0|ω = 0,(θobs,θ)) = π(θobs,θ) (2)

We will now examine how a Bayesian observer will update his belief about the char-
acteristics (θobs,θ) of a study depending on whether it yielded statistically significant
results. As there is no uncertainty about the observable characteristics of a study (θobs),
the observer will only about his belief about θ . We will therefore suppress θobs from
the notation to simplify the exposition.

Suppose that studies either have a high quality (θ = H) or a low quality (θ = L).
Then

P(s = 1|ω = 1) = P(s = 0|ω = 0) = π(θ) (3)

We assume that π ∈ (0.5,1] to ensure that the signals are informative. The observer has
a prior belief ρ ∈ (0,1) that a study is of high quality.

How will the observer update his prior belief ρ after observing s? Let ρ̂(s) denote
the posterior belief about ρ after observing the study’s findings. Then

ρ̂(0) =
P(s = 0|H)P(H)

P(s = 0|L)P(L)+P(s = 0|H)P(H)
(4)

=
(p(1−πH)+(1− p)πH)ρ

(p(1−πL)+(1− p)πL)(1−ρ)+(p(1−πH)+(1− p)πH)ρ
(5)
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One can then show algebraically that ρ̂(0)< ρ if and only if p > 0.5. In other words,
an observer that believes in a causal relationship will revise his belief that a study is of
high-quality downwards after observing a main finding that is not significant.

Analogously, one can show that

ρ̂(1) =
(pπH +(1− p)(1−πH))ρ

(pπL +(1− p)(1−πL))(1−ρ)+(pπH +(1− p)(1−πH))ρ
. (6)

Here, one can show that ρ̂(1)> ρ if and only if p > 0.5. Thus, a Bayesian observer
will revise his belief about the quality of a study upwards after observing a significant
finding.
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B Additional figures and tables

Figure B.1: Robustness: Vignette-specific treatment effects
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Note: This figure shows regression estimates of our treatment effects in which the “Null
result treatment” treatment indicator has been interacted with the five vignette-indicators.
The regressions include controls for all cross-randomized treatments at the vignette level as
well as individual fixed effects. All outcomes are measured on a scale from 0 to 100. The
publishability questions refers to beliefs about the percent chance of being published. Quality
and importance of the studies are measured on a scale where 0 indicates the lowest possible
quality/importance and 100 indicates the highest possible quality/importance. “FOB” (first-
order beliefs) refers to private beliefs while “SOB” (second-order beliefs) refers to beliefs
about how other researchers in the field responded to the question on average. Standard
errors are clustered at the individual level. 95% confidence intervals are indicated in the
figure.
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Figure B.2: Heterogeneity in treatment effects
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Note: This figure shows regression estimates in which beliefs about the percent chance of
the study being published (measured on a scale from 0 to 100) as well as private beliefs
about importance and quality of the study (both measured on a scale from 0 to 100) are
regressed on the “Null result treatment” indicator, separately for each sub-group indicated in
the figure. Citations are measured using Google Scholar data as of May 2022 and “low” and
‘high” refer to, respectively, below or above median citations in our sample. “Editor” refers
to whether the respondent ever has been an editor of a scientific journal. “Top five” refers to
whether the respondent has published a paper in any of the “top 5” economics journals. All
regressions include controls for the other cross-randomized treatments at the vignette level
as well as individual fixed effects. Standard errors are clustered at the individual level. 95%
confidence intervals are indicated in the figure.
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Figure B.3: Heterogeneity by field of specialization
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Note: This figure shows regression estimates in which beliefs about the percent chance of the
study being published (measured on a scale from 0 to 100) as well as private beliefs about
importance and quality of the study (both measured on a scale from 0 to 100) are regressed
n the “Null result treatment” indicator, separately for each sub-group indicated in the figure.
The regressions include controls for all cross-randomized treatments at the vignette level as
well as individual fixed effects. Standard errors are clustered at the individual level. 95%
confidence intervals are indicated in the figure.
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Table B.1: Summary statistics

Mean Standard deviation Median Observations

Demographics:
Male 0.780 0.415 1 477
Years since Ph.D. 14.805 12.899 11 308
PhD student 0.244 0.430 0 467

Region of institution:
Europe 0.544 0.499 1 478
North America 0.406 0.492 0 478
Australia 0.033 0.180 0 478
Asia 0.017 0.128 0 478

Academic output:
H-index 17.216 17.654 12 328
Citations 4348.341 10801.581 846 328
Number of top 5 publications 1.268 3.892 0 462
Number of top 5s refereed for 1.166 1.694 0 397

Research evaluation:
Current editor 0.072 0.259 0 443
Current associate editor 0.127 0.333 0 441
Ever editor 0.151 0.358 0 444
Ever associate editor 0.193 0.395 0 441

Professional memberships:
NBER affiliate 0.084 0.277 0 454
CEPR affiliate 0.171 0.377 0 451

Academic fields:
Labor 0.211 0.408 0 418
Public 0.129 0.336 0 418
Development 0.179 0.384 0 418
Political 0.167 0.374 0 418
Finance 0.105 0.307 0 418
Experimental 0.062 0.242 0 418
Behavioral 0.091 0.288 0 418
Theory 0.067 0.250 0 418
Macro 0.141 0.349 0 418
Econometrics 0.141 0.349 0 418

Note: This table displays background characteristics of the participants in the main experiment. These
data are not matched with individual responses and are externally collected (i.e., not self-reported).
“Male” is a binary indicator taking the value one for male respondents, and zero otherwise. ‘Years
since PhD” is the number of calendar years between 2022 and the year the experts obtained their
PhD. “Number of top 5 publications” is the number of publications in five highly cited general-
interest economics journals (the American Economic Review, the Quarterly Journal of Economics,
the Journal of Political Economy, Econometrica, and the Review of Economic Studies). “H-index”
and ‘Citations” are, respectively, their H-index and their total number of citations as taken from their
Google Scholar profile (as of May 2022). “Asia”, “Australia”, “Europe”, and “North America” are
regional indicators taking the value one if the institution the expert works for is based in the region.
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Table B.2: Overview of the vignettes

Marginal
effects of

merit aid for
low-income

students

Long-term
effects of
equal land

sharing

Female em-
powerment

program

Financial
literacy
program

Salience of
poverty and

patience

(1) (2) (3) (4) (5)

Panel A: General information

Fields Labor,
Education

Economic
History

Behavioral
Labor,

Development

Development,
Household

Finance

Behavioral
Economics

Country USA Germany Sierra Leone India USA
Type of study RCT Regression

discontinuity
RCT RCT Online

experiment
Outcome Completion of

a 4-year
Bachelor’s

degree

County
income

Take-up of
job offer

Any savings Choose
money now
over money

later
Nature of outcome Dummy Continuous Dummy Dummy Dummy

Panel B: Numerical features

Observations 1,188 400 360 780 800
Control group mean 17.0 – 37.0 42.0 45.0
Standard error 2.9 2.4 5.0 3.8 3.5
Main effect: High 6.6 6.2 13.1 8.4 7.8
Main effect: Low 1.1 0.5 1.7 1.6 1.6
p-value: High main effect 0.02 0.01 0.01 0.03 0.03
p-value: Small main effect 0.71 0.83 0.73 0.68 0.64

Panel C: Expert forecasts

Number of experts 24 23 34 26 22
Prior: High mean 5.7 7.4 12.0 9.5 8.8
Prior: Low mean 0.2 1.7 0.6 2.7 2.7
Standard deviation 3.2 4.7 7.6 5.8 6.9

Panel D: Journals

Field journal JHR JEG JDE JPubEc EE
General interest journal EJ ReStud Science ReStat PNAS

Panel E: University

Higher-ranked university Brown
University

Northwestern
University

UC Berkeley Columbia
University

Harvard
University

Lower-ranked university University of
Illinois

University of
Arkansas

Boston
College

University of
Pittsburgh

Ohio State
University

Note: This table provides an overview of the vignettes. The abbreviations of the field journals stand for the
following journals: JHR: Journal of Human Resources, JEG: Journal of Economic Growth; Journal of Develop-
ment Economics; JPubEc: Journal of Public Economics; EE: Experimental Economics. The abbreviations of the
general interest journals stand for the following journals: ReStud: The Review of Economic Studies; EJ: The
Economic Journal; ReStat: Review of Economics and Statistics; Science; PNAS: Proceedings of the National
Academy of Sciences.
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Table B.3: Robustness: OLS using only the first observation

Publishability Quality (z-scored) Importance (z-scored)

(1) (2) (3) (4) (5)
Beliefs

in percent
First-order

beliefs
Second-order

beliefs
First-order

beliefs
Second-order

beliefs
Null result treatment -16.242*** -0.295** -0.396*** -0.282** -0.291**

(2.133) (0.125) (0.129) (0.120) (0.125)
Observations 480 230 230 250 250
Controls Yes Yes Yes Yes Yes

Note: The table shows OLS regression estimates of our treatment effects on our key outcomes
of interest using only the first vignette the respondents were randomly assigned to. “Null result
treatment” is a treatment indicator taking the value one if the vignette included a low treatment
effect estimate (a null result) and zero if it included a high treatment effect estimate. We include
treatment indicators for the other cross-randomized conditions in addition to vignette-level fixed
effects in all regressions. Standard errors are clustered at the individual level.

* p < 0.10, ** p < 0.05, *** p < 0.01. Standard errors in parentheses.
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Table B.4: Treatment heterogeneity with all conditions displayed

Publishability Quality (z-scored) Importance (z-scored)

(1) (2) (3) (4) (5)
Beliefs

in percent
First-order

beliefs
Second-order

beliefs
First-order

beliefs
Second-order

beliefs

Main treatment:

Null result treatment -11.072*** -0.029 -0.219 -0.330** -0.390***
(2.681) (0.151) (0.160) (0.132) (0.135)

Interaction effects:

Null result × Low expert forecast -1.862 -0.169 0.130 0.030 0.058
(2.470) (0.162) (0.159) (0.120) (0.117)

Null result × High expert forecast -6.251** -0.083 0.033 0.048 -0.025
(2.632) (0.165) (0.152) (0.124) (0.127)

Null result × Field journal 0.871 0.003 -0.027 0.038 0.006
(1.966) (0.131) (0.121) (0.101) (0.103)

Null result × PhD student 1.707 -0.165 -0.196* -0.047 -0.101
(2.054) (0.121) (0.108) (0.102) (0.098)

Null result × Low-ranked university 0.408 0.021 0.028 -0.011 -0.018
(1.965) (0.121) (0.124) (0.108) (0.106)

Null result × P-value framing -3.652* -0.344*** -0.362*** -0.021 0.049
(2.164) (0.122) (0.120) (0.109) (0.112)

Interactants:

Low expert forecast -0.876 0.200* -0.007 -0.076 -0.041
(1.666) (0.108) (0.107) (0.092) (0.081)

High expert forecast 1.977 0.108 0.110 -0.049 -0.019
(1.789) (0.113) (0.096) (0.085) (0.088)

Field journal 12.204*** 0.120 0.097 0.108 0.100
(1.396) (0.097) (0.090) (0.073) (0.069)

PhD student -4.600*** -0.036 -0.056 0.068 0.016
(1.407) (0.094) (0.082) (0.071) (0.069)

Low-ranked university -3.986*** -0.105 -0.235*** 0.006 -0.046
(1.363) (0.081) (0.076) (0.077) (0.073)

Observations 1920 920 920 1000 1000

Note: This table shows regression estimates of our treatment effects on our key outcomes of interest. The data set is
at the vignette-respondent level and contains four observations for each respondent. “Null result treatment” is a treat-
ment indicator taking the value one if the vignette included a low treatment effect estimate (a null result) and zero if it
included a high treatment effect estimate. “Low expert forecast” and “High expert forecast” are treatment indicators
taking the value one if the group of experts predicted, respectively, a low or high treatment effect estimate (and zero
otherwise). “Field journal” is a treatment indicator taking the value one if the vignette included a field journal and
zero if it included a general interest journal. “PhD student” is a treatment indicator taking the value one if the team
behind the vignette research study included PhD students and zero if it included professors. “Low-ranked univer-
sity” is a treatment indicator taking the value one if the team behind the vignette research study was affiliated with a
lower-ranked university and zero if it was affiliated with a higher-ranked university. “P-value framing” is a treatment
indicator taking the value one if the vignette treatment effect had an associated p-value and zero if had an associated
standard error estimate. We include individual and vignette fixed effects in all regressions. Standard errors are clus-
tered at the individual level.

* p < 0.10, ** p < 0.05, *** p < 0.01. Standard errors in parentheses.
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Table B.5: Main results: Mechanism experiment on perceived precision

(1) (2)
Publishability (in percent) Precision (z-scored)

Panel A: Fixed effects

Null result treatment -19.755*** -1.267***
(2.269) (0.144)

Panel B: No individual FE

Null result treatment -18.134*** -1.086***
(2.605) (0.148)

Observations 475 475

Note: The table shows regression estimates of our treatment effects on our key outcomes of interest us-
ing data from the mechanism experiment (see Section 4.3). The data set is at the vignette-respondent
level and contains five observations for each respondent. “Null result treatment” is a treatment indi-
cator taking the value one if the vignette included a low treatment effect estimate (a null result) and
zero if it included a high treatment effect estimate. The regressions in Panel A (Panel B) include (do
not include) individual-level fixed effects. All regressions in both panels include treatment indicators
for the cross-randomized conditions in addition to vignette-level fixed effects. Standard errors are
clustered at the individual level.

* p < 0.10, ** p < 0.05, *** p < 0.01. Standard errors in parentheses.
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C Numerical features used in the vignettes

One of our design goals was to remain close to the parameters of the original studies on
which we based our vignettes. At the same time, we wanted to vary key features (e.g.
the magnitude of the main effect) in a way such that the numerical values of the features
that we ultimately report in each vignette are internally consistent irrespective of the
condition to which respondents are assigned. This section describes how we proceed to
achieve this.

For each vignette, we first discuss the features that are constant across respondents.
Below, we provide details on how we determined the numerical values of these features:

• Standard error: We conducted a simulation exercise to obtain an estimate of the
standard error that one would obtain based on the number of observations, the
control group mean, the assignment to treatment and control groups, and the main
effect from the original studies on which we based our vignettes. This ensures
that our reported standard errors and p-values are internally consistent with the
description of the sample and the empirical strategy.

• Number of experts: This is an integer drawn uniformly from the interval [20,35].

• Standard deviation of the expert prior: We multiplied the standard error (see
above) with a number drawn uniformly from the interval [1,2]. This ensures
that a Bayesian with the experts’ prior should put a weight of at least 0.5 on
the study’s findings when updating his belief about the underlying “true” effect.
This implies that the study findings are informative relative to the experts’ prior,
irrespective of whether the main effect is statistically significant or not.

For each vignette, we determined the numerical values of the features that we vary

across respondents as follows:

• Main effect (statistically significant): We draw a hypothetical t-statistic from a
uniform distribution t ∼ Unif([2,3]). The main effect is then set to the product of
t and the standard error (see above).

• Main effect (statistically non-significant): We draw a hypothetical t-statistic from
a uniform distribution t ∼ Unif([0.1,0.5]). The main effect is then set to the
product of t and the standard error (see above).
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• p-values (high and low): The p-values are obtained from the hypothetical t-
statistic used to generate the statistically (non-)significant main effect.

• Expert prior (high mean): This number is equal to µhigh +0.25x. Here, µhigh is
the statistically significant main effect and x ∼ N(0,S) where S is the standard
error (see above).

• Expert prior (low mean): This number is equal to the high expert prior minus
the absolute difference between the statistically significant and the statistically
non-significant main effect. This ensures that the absolute difference between
the high and low expert mean is equal to the absolute difference between the
statistically significant and non-significant main effects.
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D Screenshots

D.1 Main experiment

Respondents in the main experiment were randomly shown four of the five vignettes
(in random order). We experimentally vary six features across vignettes (the com-
munication of scientific findings, the statistical significance of the results, whether it
includes a high or low or no expert forecast, seniority of the research team, university
of the research team, and whether the journal is a general interest or field journal).
Five features vary at the respondent-by-vignette level, and one feature varies at the
respondent level (whether the main finding includes the p-value or the standard error
associated with the main effect). The conditions shown in the following screenshots
include a random draw of these six cross-randomized conditions.

D.1.1 Pre-treatment information
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D.1.2 Marginal effects of merit aid for low-income students
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D.1.3 Long-term effects of equal land sharing
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D.1.4 Female empowerment program

17



D.1.5 Financial literacy program
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D.1.6 Salience of poverty and patience
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D.2 Mechanism experiment

The mechanism experiment was identical to the main experiment except that respon-
dents were shown all five vignettes and that we asked about the precision of the study
instead of its quality or importance. Since the wording of the vignettes was identi-
cal across the experiments, we only show screenshots of one of the vignettes for the
mechanism experiment (the female empowerment program vignette).

D.2.1 Pre-treatment information
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D.2.2 Female empowerment program
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E Pre-analysis plans

The data collections were pre-registered in the AsPredicted registry (#95235 and
#96599). The pre-analysis plans for the main experiment and the mechanism experi-
ment are available on the following links: https://aspredicted.org/su6dj.pdf
and https://aspredicted.org/83i25.pdf.
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1) Have any data been collected for this study already?

No, no data have been collected for this study yet.

2) What's the main question being asked or hypothesis being tested in this study?

We conduct an expert survey using hypothetical vignettes to study how economists' evaluation of scientific research depends on the statistical significance

of the main finding.

3) Describe the key dependent variable(s) specifying how they will be measured.

We constructed a total of 5 hypothetical vignettes describing research studies. These vignettes are based on actual research studies whose details we

manipulated for the purpose of this survey. 

Each vignette contains background information about the research team (seniority and institution). In addition, each vignette provides respondents with a

brief description of the research question, the study design, and the main findings.

We ask respondents to evaluate the research studies described in four randomly chosen vignettes based on the information provided. For each of these

four hypothetical vignettes, we then measure the following main outcome:

Publishability: We elicit beliefs about the likelihood that the research study will be published in a vignette-specific journal on a scale from 0 to 100.

In addition, we measure four secondary outcomes:

Half of our respondents receive the following two secondary outcomes:

First-order belief about quality: We elicit respondents' perception of the quality of the research study on a scale from 0 (lowest possible quality) to 100

(highest possible quality).

Second-order belief about quality: We ask respondents to imagine that researchers participated in an anonymous online survey and were asked to evaluate

the quality of the study on the same 100-point scale as in the previous question. We then ask respondents for the quality rating they would expect these

researchers to give to the study on average.

The other half of our respondents receive the following two secondary outcomes:

First-order belief about importance: We elicit respondents' perception of the importance of the research study on a scale from 0 (lowest possible

importance) to 100 (highest possible importance).

Second-order belief about importance: We ask respondents to imagine that researchers participated in an anonymous online survey and were asked to

evaluate the importance of the study on the same 100-point scale as in the previous question. We then ask respondents for the importance rating they

would expect these researchers to give to the study on average.

4) How many and which conditions will participants be assigned to?

We experimentally vary six features across vignettes. Five features vary at the respondent-by-vignette level, and one feature varies at the respondent level.

1) Communication of scientific findings: We exogenously vary whether the statistical significance of the main finding presented in the vignettes is reported

by indicating the (a) the main treatment effect estimate along with the associated standard error or (b) the main treatment effect associated with the

corresponding p-value implied by the standard error. This feature is varied between subjects.

2) Statistical significance of results: We exogenously vary the effect size of the main finding of the study such that it is either statistically significant at the

5% level, or not. We hold the associated standard error constant across conditions.
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3) Expert forecast: We vary whether the vignette includes (a) no expert forecast, (b) information that experts predicted a large effect, or (c) information

that experts predicted a small/no effect. The magnitude of the large/small expert prediction is in line with the magnitude of the large/small treatment

effect estimate.

4) Seniority: We vary whether the researchers involved in the study are PhD students or Professors.

5) University: We vary whether the researchers involved in the study are affiliated with a top or a lower ranked institution.

6) Journal: We vary the identity of the journal for which we elicit the publishability belief (see section 3). The journal is either a top field journal or a general

interest journal.

5) Specify exactly which analyses you will conduct to examine the main question/hypothesis.

5.1 Variable construction: We construct a binary "non-significant" indicator taking value one whenever the main finding reported in a vignette is not

statistically significant at the 5% level, and zero otherwise. In addition, we will construct indicator variables for all other features that vary across vignettes

(as listed in section 4 of this document).

5.2 Main specification: We will then use OLS regressions where the unit of observation is a respondent-vignette. We will regress our outcome measure on

the null finding indicator. In addition, we will include vignette fixed effects and individual fixed effects when pooling observations across vignettes. We will

also include indicators for all other features that we experimentally vary across vignettes (as described above). Standard errors will be clustered at the

respondent level. 

5.3 Heterogeneity analysis: To investigate whether the main treatment has heterogeneous effects, we will separately add interaction terms between the

non-significant indicator and an additional dummy variable for other cross-randomized features (seniority, journal, expert forecast, university) to the main

specification.

The analysis of heterogeneity in treatment effects as a function of whether non-significant results are communicated by displaying the estimate and the

associated standard error or the p-value instead relies on between-subject variation. Consequently, we are not able to include respondent fixed effects as

additional controls.

6) Describe exactly how outliers will be defined and handled, and your precise rule(s) for excluding observations.

We will not exclude any responses from the analysis. There will be no outliers in the remaining survey data as all outcomes are bounded (measured on a 0

to 100 scale).

7) How many observations will be collected or what will determine sample size? No need to justify decision, but be precise about exactly how the

number will be determined.

We collected the email addresses of about approximately 16,500 researchers in the field of economics from the top 200 institutions according to RePEc (as

of March 2022). We will invite these researchers to participate in our online survey using a Qualtrics invitation email. Our final sample size will depend on

the overall response rate.

8) Anything else you would like to pre-register? (e.g., secondary analyses, variables collected for exploratory purposes, unusual analyses planned?)

Nothing else to pre-register.
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1) Have any data been collected for this study already?

No, no data have been collected for this study yet.

2) What's the main question being asked or hypothesis being tested in this study?

We conduct an expert survey using hypothetical vignettes to study how economists' evaluation of scientific research depends on the statistical significance

of the main finding.

3) Describe the key dependent variable(s) specifying how they will be measured.

We constructed a total of 5 hypothetical vignettes describing research studies. These vignettes are based on actual research studies whose details we

manipulated for the purpose of this survey. 

Each vignette contains background information about the research team (seniority and institution). In addition, each vignette provides respondents with a

brief description of the research question, the study design, and the main findings.

We ask respondents to evaluate the research studies described in the five vignettes based on the information provided. For each of these five hypothetical

vignettes, we then measure the following main outcome:

Publishability: We elicit beliefs about the likelihood that the research study will be published in a vignette-specific journal on a scale from 0 to 100.

In addition, we measure the following secondary outcome:

Perceived precision: We elicit respondents' perception of the precision of the research study's main finding on a 5-point Likert scale (very precisely

estimated, precisely estimated, somewhat precisely estimated, not precisely estimated, not at all precisely estimated).

4) How many and which conditions will participants be assigned to?

We experimentally vary six features across vignettes. Five features vary at the respondent-by-vignette level, and one feature varies at the respondent level.

1) Communication of scientific findings: We exogenously vary whether the statistical significance of the main finding presented in the vignettes is reported

by indicating the (a) the main treatment effect estimate along with the associated standard error or (b) the main treatment effect associated with the

corresponding p-value implied by the standard error. This feature is varied between subjects.

2) Statistical significance of results: We exogenously vary the effect size of the main finding of the study such that it is either statistically significant at the

5% level, or not. We hold the associated standard error constant across conditions.

3) Expert forecast: We vary whether the vignette includes (a) no expert forecast, (b) information that experts predicted a large effect, or (c) information

that experts predicted a small/no effect. The magnitude of the large/small expert prediction is in line with the magnitude of the large/small treatment

effect estimate.

4) Seniority: We vary whether the researchers involved in the study are PhD students or Professors.

5) University: We vary whether the researchers involved in the study are affiliated with a top or a lower ranked institution.

6) Journal: We vary the identity of the journal for which we elicit the publishability belief (see section 3). The journal is either a top field journal or a general

interest journal.

5) Specify exactly which analyses you will conduct to examine the main question/hypothesis.

5.1 Variable construction: We construct a binary "non-significant" indicator taking value one whenever the main finding reported in a vignette is not

statistically significant at the 5% level, and zero otherwise. In addition, we will construct indicator variables for all other features that vary across vignettes

(as listed in section 4 of this document).

Available at https://aspredicted.org/83i25.pdf 
(Permanently  archived at http://web.archive.org/web/*/https://aspredicted.org/83i25.pdf)

Version of AsPredicted Questions: 2.00



5.2 Main specification: We will then use OLS regressions where the unit of observation is a respondent-vignette. We will regress our outcome measure on

the null finding indicator. In addition, we will include vignette fixed effects and individual fixed effects when pooling observations across vignettes. We will

also include indicators for all other features that we experimentally vary across vignettes (as described above). Standard errors will be clustered at the

respondent level.

6) Describe exactly how outliers will be defined and handled, and your precise rule(s) for excluding observations.

We will not exclude any responses from the analysis. There will be no outliers in the remaining survey data as all outcomes are bounded (measured on a 0

to 100 scale).

7) How many observations will be collected or what will determine sample size? No need to justify decision, but be precise about exactly how the

number will be determined.

We will invite approximately 150 graduate students and early-career researchers in Economics studying at different institutions in Europe to participate in

our online survey using a Qualtrics invitation email. Our final sample size will depend on the overall response rate.

8) Anything else you would like to pre-register? (e.g., secondary analyses, variables collected for exploratory purposes, unusual analyses planned?)

Nothing else to pre-register.
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